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Abstract: An increasing share of the weather-dependent RES generation in the power system leads 
to the growing importance of flexibility of conventional power plants. They were usually designed for 
base load operation and it is a challenge to determine the actual long-term cycling costs, which account for 
an increase in maintenance and overhaul expenditures, increased forced outage rates and shortened life 
expectancy of the plant and components. In this paper, the overall impact of start up costs is evaluated by 
formulating and solving price based unit commitment problem (PBUC). The electricity spot market is 
considered as a measure for remunerating flexibility. This approach is applied to a real-life case study 
based on the 70 MWe PGE Gorzów CCGT power plant. Different operation modes are calculated and 
results are used to derive a mixed integer linear programming (MILP) model to optimize the operation of 
the plant. The developed mathematical model is implemented in Python within the frame of the PuLP 
library and solved using GUROBI. Results of the application of the method to a numerical example are 
presented. 

1  Introduction 

The installed capacity growth of fluctuating renewable 
sources puts a strain on the remaining dispatchable 
power plants. Namely, the volatile character of the 
residual load forces conventional power plants to meet 
ever higher flexibility requirements, as more frequent 
start-ups and shut-downs, part-load operation and 
consequently falling operating hours are required from 
them. This effect can already be seen in the present and 
is expected to increase in the future. According to [1], as 
many as 200 start-ups and as few as 1500-4500 
operating hours per year should be the target flexibility 
parameters of conventional power plants. 

From the perspective of the Transmission System 
Operator (TSO), flexible power plants help ensure the 
stability of the power system. From the perspective of a 
power plant operator, enhancing the flexibility 
parameters results in a higher profitability of the power 
plant. As deregulation and an increasing share of volatile 
generation leads to more variability in electricity prices 
on the spot market [2], price signals give incentives for 
cyclic operation of power plants. If a power plant may 
follow daily, weekly and annual market trends, it may 
avoid electricity production when spot prices drop below 
marginal costs, and on the other hand, maximize 
electricity production in the high spread periods.  

The last two decades have witnessed a growing 
interest in gas fueled power plants across Poland. These 
are usually combined cycle gas turbines (CCGTs). The 
total installed capacity of CCGTs in Poland today is 
around 2 GW and should approach 3 GW by 2020, when 

EC Stalowa Wola and EC Żerań power plants start 
operating [1]. CCGTs are much more capable of 
providing sufficient flexibility to the power system 
compared to coal-fired units, which today account for 
70% of total installed capacity in Poland [3]. 
Nevertheless, these plants are usually built for base-load 
operation, which means they do incur high costs when 
operated cyclically. The subject of actual costs of 
cycling is not entirely obvious. Besides direct costs 
(mainly fuel costs during the start-up), power plant 
cycling entails long-term costs, like increased 
maintenance and repair expenditures, costs of unplanned 
outages and component life expectancy shortening. The 
long-term costs occur in the future and often can only be 
predicted with a degree of uncertainty. Consequently, 
they are prone to being underestimated. As the authors of 
[4] point out, the long-term costs often exceed the short-
term profits if not taken into consideration when 
submitting a bid price. Therefore, it is essential to have a 
good understanding of the actual costs of cycling the 
plant and use the insights to determine how to respond to 
the time-sensitive electricity prices when making short-
term scheduling decisions.  

For this purpose, we address the issue of an optimal 
CCGT plant operation schedule according to 2019 Polish 
electricity spot market prices. Typical flexibility 
constraints to thermal generation units include start-up 
costs, minimum/maximum generation limits, ramping 
costs and ramp rates. As neither the heat demand 
constraints nor the TSO requirements are taken into 
consideration, ramping parameters are not included in 
the analysis. We derive a mixed integer linear 
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programming (MILP) model of unit commitment (UC) 
with rolling horizon and implement it in PuLP Python. 
Then, PGE Gorzów power plant is analyzed and the 
model is run over a range of different flexibility 
parameters to evaluate the impact of start-up costs on 
optimal scheduling decisions. 

2  Literature review  

In the literature, the problem of scheduling of generation 
units over a daily or weekly time horizon in order to 
accomplish some objective while meeting some physical 
and operational constraints, vary considerably in size and 
scope. Consequently, there is no uniform terminology. 
We decided to stick to the term “unit commitment” as it 
is specific to the energy sector as opposed to 
“scheduling” and as it is more commonly used by 
solution techniques researches than “economic 
dispatch”. The meaning of the term “unit commitment” 
is ambiguous [5]. There are authors using the term “unit 
commitment” in a narrow sense, where it refers to the 
on/off status of generators and then economic dispatch is 
performed to specify the generation level of the units 
[e.g. 6-9]. In a broad sense, as it is used in this paper, UC 
refers to determining both the on/off status and the 
generation level. At the power plant or one owner level, 
this problem is also called self commitment [e.g. 10], 
self-scheduling problem [e.g. 11] or simply scheduling 
problem [e.g.12]. 

Under the traditional regulated monopoly paradigm, 
unit commitment model seeks to determine the optimum 
operating point of the available generation units in order 
to satisfy the forecasted level of demand with the 
minimum operating cost. In a competitive setting, 
electricity and reserve prices are important factors in the 
decision process for unit commitment scheduling. Power 
plants have freedom to schedule their generators to 
produce less electricity than predicted load in order to 
maximize their profit. In the literature the problem is 
called the profit based unit commitment problem 
(PBUCP) [e.g. 13]. 

There are many different modeling approaches to the 
unit commitment problem. In many cases they were 
applied to combined cycle power plants [e.g. 5, 8, 10, 12, 
14, 15]. Models proposed to simulate thermal unit 
operations differ considerably in the degree of detail. 
The least technologically detailed unit commitment 
models consider the units at a plant level, which means 
that the interactions of components within the plant are 
not modeled [e.g. 16]. More realistic models in terms of 
modeling operation of a CCGT accurately can be 
achieved either through introducing different power 
plant operation modes (configurations) [e.g. 14] or base 
the model on physical components [e.g. 12]. In the 
current work, we implemented the operation modes 
based model. 

In the case of real-life case studies, typically in the 
first step the power plant is modeled [e.g. 8]. For 
components not included in the standard library, 
programmable components are used.  After a validation 
of the plant model, an optimization tool is implemented 
in some numerical computing environment and 

simulations are run based on the plant technical data and 
technical and economic assumptions. 

There has also been a proliferation of research on 
solution techniques for the unit commitment problem 
due to its complexity and practical importance. The most 
common solution techniques include MILP, dynamic 
programming (DP),  Lagrange relaxation and priority-
list. Readers can refer to [17] for a comprehensive 
overview of different methods. The solution approach 
that has become very popular is Mixed-Integer Linear 
Programming (MILP) approach due to significant 
improvements in off-the-shelf MILP solvers, based on 
the branch-and-cut algorithm [18]. 

3  Model formulation 

Objective function 

The objective function of the optimization states the 
profit from the operation, which shall be maximized. 
Revenues originate from selling the electricity on the 
wholesale market. The costs included in the model are 
composed of variable and fixed costs and will be 
discussed later in this section. The objective function is 
formulated as follows: 

 

∑∑

(𝑠𝑠𝑡𝑡,𝑚𝑚 ∗ 𝑃𝑃𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∗ 𝑐𝑐𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) +
+(𝑃𝑃𝑡𝑡

𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡 ∗ 𝑐𝑐𝑡𝑡
𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡  ) +

−(𝑃𝑃𝑡𝑡𝐺𝐺𝐹𝐹𝐺𝐺𝐹𝐹𝐹𝐹𝐺𝐺𝑡𝑡𝐺𝐺𝑆𝑆𝐺𝐺 ∗ 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑠𝑠𝑣𝑣𝑚𝑚) +
−( 𝑠𝑠𝑡𝑡,𝑚𝑚 ∗ 𝑓𝑓𝑓𝑓𝑓𝑓𝑣𝑣𝑣𝑣𝑠𝑠𝑣𝑣𝑚𝑚)

𝑀𝑀

𝑚𝑚=0

𝑇𝑇

𝑡𝑡=0
(1) 

 

where T is the time horizon with a time step of one hour 
indexed with t; m and M are an operation mode index 
and the number of operation modes respectively; 𝑃𝑃 is 
the amount of electricity in MWh; c is the price of 
electricity in PLN/MWh, 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑠𝑠𝑣𝑣𝑚𝑚 is the variable unit 
cost of electricity generation for operation mode m in 
PLN/MWh, 𝑓𝑓𝑓𝑓𝑓𝑓𝑣𝑣𝑣𝑣𝑠𝑠𝑣𝑣𝑚𝑚 are the fixed costs of electricity 
generation for operating mode m and as such are 
expressed in PLN per hour; 𝑠𝑠𝑡𝑡,𝑚𝑚 is a status (binary) 
variable indicating which mode m is the plant on at hour 
t. The following constraint ensures that only one 
operation mode at a time is selected: 

 

∑ 𝑠𝑠𝑡𝑡,𝑚𝑚 = 1
𝑀𝑀

𝑚𝑚=0
(2) 

 

We assumed that a constant amount of electricity for 
each hour of the analyzed period has been sold on the 
futures market at a constant price and the remaining 
output can be sold on the spot market. Also buying 
electricity on the spot market is made possible in order to 
avoid electricity generation when prices drop below 
marginal costs. 𝑃𝑃𝑡𝑡𝐺𝐺𝐹𝐹𝐺𝐺𝐹𝐹𝐹𝐹𝐺𝐺𝑡𝑡𝐺𝐺𝑆𝑆𝐺𝐺is the amount of electricity 
generated during hour t, 𝑃𝑃𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 is the amount of 
electricity sold on the futures market and it is constant 
throughtout the whole period, and 𝑃𝑃𝑡𝑡

𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡  is the electricity 
sold (>0) or bought (<0) on the spot market so that at 
each hour: 

 

𝑃𝑃𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹  + 𝑃𝑃𝑡𝑡
𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡 =  𝑃𝑃𝑡𝑡𝐺𝐺𝐹𝐹𝐺𝐺𝐹𝐹𝐹𝐹𝐺𝐺𝑡𝑡𝐺𝐺𝑆𝑆𝐺𝐺 (3) 
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Technical constraints 

A typical combined cycle gas fueled plant consist of one 
or more gas turbine generators (GT), each one of them 
with its own heat recovery steam generator (HRSG), and 
one conventional steam turbine generator (ST). Lager 
CCGT plants frequently generate steam at multiple 
pressure levels, so that STs include dual or triple 
pressure sections in order to operate at a higher thermal 
efficiency level. The more components the system has, 
the larger number of possible operation modes 
(configurations of the components) should be taken into 
consideration to allow accurate optimization of the plant 
scheduling. In our model there are 6 operation modes: 

 

1) off (OFF), 
2) cold start-up (coldSU), 
3) warm start-up (warmSU), 
4) minimum complaint load operation (MCL), 
5) part-load operation (PART),  
6) nominal load operation (NOM). 
 

The generation capacity, overall efficiency of the 
plant and CO2 emissions change depending on the 
operation mode. They all are modeled as constant values 
characterizing each operation mode. Better accuracy of 
the model can be achieved through higher resolution of 
operation modes. 

For each mode, a feasible operation area is defined 
by its minimum and maximum electricity generation. A 
continuous operation range between the minimum and 
maximum electricity generation can be formulated using 
the binary operating variable as:  

 

∑ 𝑠𝑠𝑡𝑡,𝑚𝑚 ∗ 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ≤  𝑃𝑃𝑡𝑡𝐺𝐺𝐺𝐺𝑚𝑚𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡𝑚𝑚𝐺𝐺𝑚𝑚
𝑀𝑀

𝑚𝑚=0
≤ ∑ 𝑠𝑠𝑡𝑡,𝑚𝑚 ∗ 𝑃𝑃𝑚𝑚𝑚𝑚𝐺𝐺𝑚𝑚

𝑀𝑀

𝑚𝑚=0
 (4) 

 
where  𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 and  𝑃𝑃𝑚𝑚𝑚𝑚𝐺𝐺𝑚𝑚 are the minimum and maximum 
electricity generation at mode m respectively. 

These are all the technical constraints of the 
optimization problem. Constraints forcing the optimum 
to lay in the part-load operation area (e.g. heat demand 
or TSO constraints) are not considered in this model. 
Also, due to the hourly resolution of the model, ramping 
between different load points is considered fast and thus 
not included in the modeling. 

Start-up modes 

In order to reflect the higher cost of starting up a cold 
power plant, two start-up modes are introduced: cold 
start-up mode and warm start-up mode. Both the cold 
and the warm start-up modes are represented by hourly 
operation modes in the same manner as the offline mode 
or the different generation modes. Start-up duration is 
not taken into consideration, as the optimal offline time 
proceeding start-ups is long enough to assume the 
process had been initialized sufficiently in advance. 

A start-up in the hour before normal operation can be 
forced by the following logical constraints: 

  

−𝑠𝑠𝑡𝑡−1,𝑂𝑂𝑂𝑂𝑂𝑂 + 𝑠𝑠𝑡𝑡,𝑂𝑂𝑂𝑂𝑂𝑂 + 𝑠𝑠𝑡𝑡,cold𝑆𝑆𝑆𝑆 + 𝑠𝑠𝑡𝑡,warm𝑆𝑆𝑆𝑆 ≥ 0 (5) 

 

Selection of the correct start-up type of the plant, 
depending on the prior offline time, is achieved by 
adding another inequality constraining the warm start-up 
status variable 𝑠𝑠𝑡𝑡,𝑤𝑤𝐺𝐺𝐺𝐺𝑚𝑚𝑆𝑆𝑆𝑆  to be zero at hour t unless the 
offline time prior to that hour was shorter or equal to L 
hours: 

 

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡 − 𝐿𝐿 ≤ 1000 ∗ (1 − 𝑠𝑠𝑡𝑡,warm𝑆𝑆𝑆𝑆) (6) 
 

where 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡  denotes the number of offline hours 
within the period of length L preceding the hour t. 

Production costs  

We focus on the short run costs of electricity generation 
and capital expenditures do not appear in our model. It is 
common to divide generation costs into two categories: 
fixed costs, which are the costs independent of the power 
plant output, and variable costs that do vary with the 
power plant output. The fixed production costs consist of 
fixed O&M costs, labour costs, external services, and 
other general costs which do not vary with the output of 
the power plant. The variable production costs in our 
model consist of the expenses for fuel and CO2 
allowances and variable operations and maintenance 
(O&M) costs. We assumed that the expenses for fuel and 
CO2 allowances differ depending on the operation mode, 
but the variable O&M costs are constant per 1 MWh of 
generated electricity and are common for all the 
operation modes. The variable O&M costs and fixed 
costs are strongly dependent on cyclicality of operation 
[19, p. 599]. In  the model they should be set at a level 
appropriate for base-load operation, as any increase in 
the production costs due to start-ups, especially in the 
O&M costs, should be reflected in the start-up costs. 

In the literature production costs are usually 
formulated via quadratic [e.g. 16] or cubic [e.g. 15] 
functions, which are further linearized into piecewise 
linear forms. The slope of each segment is then used in 
the objective function as it represents the incremental 
cost of a given generation range. In our optimization 
model production costs are represented by a step 
function, so that the marginal and average variable costs 
are constant for a given generation range. In particular, 
the heat rate is constant for a given operation mode. 

Start-up costs 

It is a broadly accepted approach in the literature to refer 
to the start-up costs as the transition costs between 
different operation modes. In our formulation of the 
problem the start-up costs are assigned to the start-up 
modes as their fixed costs, as they do not depend on the 
operation mode following the start-up mode. 

Start-up costs are composed of [20]: 
• costs of additional fuel due to heat rate losses 

during start-up; auxiliary power usage, chemicals and 
additional manpower required during start-up; 

• depreciation of the components exposed to wearing 
and additional fuel due to heat rate losses stemming from 
the wear of the equipment; increased maintenance, repair 
and overhaul expenditures; increased forced outages; 
critical equipment life shortening. 
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The former are direct costs and are easily accounted 
for. The latter occur in the future and a great part of them 
can only be predicted with a degree of uncertainty.  

4  Case study 

Technical characteristics of the plant 

The proposed formulation has been applied to solve a 
unit commitment problem for Gorzów CCGT plant, the 
first CCGT plant in Poland. The plant consists of one gas 
turbine of 55 MWe, one heat recovery steam generator 
(HRSG) and two steam-turbines of 5 and 6 MWe 
respectively. The layout of the plant is presented in 
Figure 1.  

Fig. 1. The layout of the Gorzów CCGT plant. 
 

A detailed thermodynamic cycle analysis of the 
steady-state design operating point of the system was 
conducted using an in-house code COM-GAS in [21]. 
The electrical efficiencies at the nominal load of the GT 
and of the two STs together were estimated at 34% and 
15% respectively. However, the overall electrical 
efficiency of the CCGT power plant was estimated to be 
41%. The overall efficiencies of the plant at MCL and 
PART operation modes were estimated according to data 
from [22]. Historical data were used to estimate the 
overall efficiencies of the plant at coldSU and warmSU 
operation modes and the CO2 specific emission factor. 
The output at MCL was assumed to be 50% of the 
nominal GT output – the upper bound for one GT 
systems according to [23]. The maximum number of 
offline hours preceding the warm start-up mode is 
assumed at 30. 

Costs and market assumptions 

The assumptions about costs are based on the literature 
(Table 1). Market data assumptions are based on TGE 
data (Table 2). It is assumed that 1 € = 4.3 PLN. 
 

Table 1. Costs assumptions 
 Value Source 

Variable O&M costs 2.4 €/MWh [24] 
Fixed costs 15k €/MW/y [20] 
Warm start-up 
reference scenario costs 

2x51.0 €/MW capacity [25] 

Cold start-up    
reference scenario costs 

2x73.2 €/MW capacity [25] 
 

Table 2. Market data assumptions 
 Value 

Electricity spot prices TGE DAM prices, first fixing 
Electricity futures price 250 PLN/MWh 
CO2 emission allowance 
cost 

20 €/tCO2 

Fuel price 70 PLN/MWh 
 

A scheduling problem is solved on a 4380 hour time 
horizon based on historical TGE day ahead market 
(DAM) electricity prices of the first half of the year 2019 
(Figure 2). A rolling horizon method as described in [26] 
is used, i.e. the overall result is gained by optimizing 
successive 48h planning intervals, each shifted 24h 
forward, and concatenating the results.  

 

Fig. 2. TGE DAM prices in the first half of 2019. 
 

5  Results and discussion 

Four case study scenarios are provided to demonstrate 
the impact of start-up costs on optimal scheduling of the 
plant, in particular on the number of start-ups.  

 

Fig. 3. Distribution of TGE DAM electricity prices at 
each operation mode for the reference scenario. 
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 Figure 3 shows data on TGE DAM 2019 prices 
grouped into operation modes that resulted from solving 
the UC problem for the reference scenario (#0). The 
optimal number of start-ups within the time horizon 
amounts to 24 (12 cold and 12 warm, see Figure 4 and 
Table 3), which is circa one start-up a week. 

 

Fig. 4. Offline periods and their length for scenario #0. 
 

Scenario #0 uses all the assumptions described in the 
Case study section. In particular, the start-up costs are 
twice higher than what are the best case assumptions 
according to [25], the maximum number of offline hours 
preceding the warmSU mode is 30 and the maximum 
output at MCL is 50% of the nominal GT output. In the 
scenarios #1, #2 and #3 we lift the assumptions one at a 
time. 

Table 3. Counts of each operation mode hours 
 off cold 

SU* 
warm 
SU* 

MCL PART NOM 

Scenario #0 1 983 12 12 1 22 2 338 
Scenario #1 1 808 23 33 1 1 2 526 
Scenario #2 2 030 8 16 1 18 2 319 
Scenario #3 1760 19 32 76 0 2 505 

* The meaning of the number of hours is the number of start-ups. 
 

Scenario #1 assumes the best case start-up costs from 
[25], which are 51 and 73 € per 1 MW of capacity for 
warm and cold start-up respectively. If the plant operator 
underestimated the start-up costs, they would schedule 
the generation according to scenario #1 while incurring 
costs of scenario #0. As a result, there would be 23 cold 
start-ups and 33 warm start-ups throughout the whole 
time horizon of 26 weeks (Table 3, Figure 5), i.e. more 
than 2 start-ups a week. The profit seems to have 
increased by almost PLN 0.6 million (Table 4), but that 
is roughly the same amount as the overlooked difference 
in the overall costs of start-ups. It should be noted, 
though, that the number of start-ups with a prior offline 
period of no more than 8 hours has increased from 0 in 
scenario #0 to 12 in scenario #1 (Table 4), which means 
the start-up costs would have been lower, had we taken 
in consideration so called hot start-ups in the model. 

In scenarios #2 and #3 we aim at estimating the 
revenues gained from flexibilization of the power plant, 
as they provide a target framework for possible 
investment costs. We want to answer the question: Can 
flexibility retrofitting costs be justified by the resultant 
reduction in cycling costs? 

Table 4. The value of the objective function and the 
number and length of offline periods 

 
Profit 
[PLN             

/ half a year] 

Number or offline periods 

Total 
≤8h 

(hot start-
ups) 

> 48h 
(very cold 
start-ups) 

Scenario #0 5 338 789 24 0 8 
Scenario #1 5 932 543 56 12 14 
Scenario #2  5 450 843 24 0 8 
Scenario #3  5 956 448 51 8 14 

 

In scenario #2 the maximum number of offline hours 
preceding the warm-start up mode is increased from the 
reference 30h to 48h, which could be achieved by 
keeping the components hot. The optimization results 
show an increase in the plant’s profit of 112 k PLN 
(Table 4), which translates to about 0.8 €/kW/y. That 
certainly does not justify the investment costs required 
for flexibility retrofitting, which are roughly estimated to 
be 100 to 500 €/kW [28].  

 

Fig. 5. Offline periods and their length for scenario #1. 
 

In scenario #3 the maximum output at MCL is 
decreased from the reference 50% to 25% of the nominal 
GT output, so that the cost of staying online at minimum 
load is lowered. This flexibility improvement results in 
PLN 0.6 million higher profit in the optimized period 
(Table 4), which gives quite a significant amount of 1.2 
million PLN/y. It is worth noting that lowering the 
minimum load – considered a measure to avoid cycling 
costs [4] – caused more frequent shut-downs and start-
ups.   

6  Conclusions and perspectives 

In the paper we developed an optimizing tool for 
electricity generation scheduling and applied it to 
Gorzów CCGT plant data and historical DAM prices of 
the first half of 2019. The impact of underestimated 
start-up costs and flexibility improvements on operation 
of the power plant and the financial results were 
presented.  

In future work we would like to investigate a case of 
a CCGT with an energy storage and a case of a CCGT 
with heat demand constraints. We expect the former to 
be very sensitive to misjudged long-term start-up costs 
and the latter to benefit much more than it was showed 
in this paper from improving flexibility parameters.  
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