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Abstract. The reliable prediction of the surface vertical displacement deformation of deep foundation pits 
is of great significance to the excavation of large foundation pits. The support vector machine model 
(LIBSVM) has become a hot spot in the prediction of deep foundation pit deformation and provides a new 
prediction for the deformation of deep foundation pits. In this paper, taking the deep foundation pit of 
Daoxianghu Road Station in xx as an example, a prediction model of vertical displacement on the ground is 
established based on LIBSVM and analysis shows that the prediction results based on the model are in good 
agreement with the measured data, and the MSE reaches 0.0323. The model is effective and has an effective 
prospective skill. 

1 Introduction 

With the rapid development of economy and science and 
technology, the deformation prediction of deep 
foundation pits has become the primary task in deep 
foundation pit engineering.  For the prediction method 
of vertical displacement deformation of deep foundation 
pits, scholars at home and abroad have carried out many 
corresponding studies, using time series analysis [1], 
gray system theory [2],genetic algorithm [3]and artificial 
neural network theory [4].The method is applied to the 
prediction of the vertical displacement deformation of 
deep foundation pits, and the prediction model is 
established to realize the deformation prediction. 

However, it is not feasible in large-scale projects. In 
this paper, LIBSVM is used for regression prediction of 
surface vertical displacement data. Through comparison 
and analysis between the measured data and the 
predicted data, it is found that the LIBSVM model is 
reliable and can accurately predict the subsequent 
deformation of the foundation pit. 

2 SVM principle 

2.1 SVM model constructions 

The support vector machine method is based on the VC 
dimension theory of statistical theory and the principle of 
minimum structural risk. According to the limited sample 
information, the complexity of the model (that is, the 
accuracy of learning of a specific training sample, 
Accuracy) and learning ability (that The ability to 
identify arbitrary samples without error) seeks the best 
compromise between them in order to obtain the best 

promotion ability [6](or generalization ability). 
SVM is developed from the optimal classification 

surface under linearly separable conditions. The basic 
idea is shown in Figure 1. 

 

 
Fig. 1 Sketch Map of Optimal Classification Plane 

 
In the figure, H is the classification surface, and H1 

and H2 are parallel to H. The solid points and the hollow 
points represent two types of samples, and the distance 

 between them is called the classification interval [3]. 

2.2 Kernel functions 

The kernel function is given a function K, for all x,Z x, 
satisfy: 

              )()(),( zxzxK      （1） 

(1) where K is the kernel function and  is the 
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mapping function. 
Two common kernel functions: 
 (1) Polynomial kernel function 

,2,1,0,),( pcczxzxK p

   （2） 
In the formula, p is the order of the polynomial, and 

the result is the p-order polynomial classifier. 
(2) Gaussian radial basis kernel function (RBF) 
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  In the formula,  is a controllable parameter. 
The SVM obtained by the above formula is a radial basis 
classifier. The basic difference from the traditional radial 
basis function method is that the center of each kernel 
function corresponds to a support vector.  The output 
weights are automatically determined by the algorithm 
[7]. 

SVM solves the common problems of neural 
networks, but in practice there will be some 
shortcomings of small samples and local minimums.  In 
the actual settlement monitoring project, facing the 
problem of large monitoring data, the LIBSVM 
algorithm uses the advantages of the SMO algorithm and 
the SVMLIGHT algorithm to solve the shortcomings of 
the large amount of sample data and can be effectively 
predicted. 

3 Project examples 

3.1 Monitoring data 

The data source includes the deformation monitoring 
data of the supporting piles at different depths during the 
excavation of the foundation pit. When performing data 
prediction, the original data should be pre-processed, so 
that a gross error in the data leads to a larger error in the 
prediction model. Select data from different time periods 
for analysis, and plot the trend of the cumulative 
settlement of all observation data with time, as showed in 
Figure 2 below. It can be seen from the figure below that 
no large jumps are found in the time series in the 
observation data, so replacement and interpolation are 
not required [8]. 

 
Fig. 2 change curve of cumulative settlement at point DB-14 

3.2 Comparative analyses of predicting results 
and measured data 

In this paper, the LIBSVM software package developed 
by Professor Lin Zhiren of Taiwan University is used for 
regression prediction of the vertical displacement data of 
the surface [9].  

 
Fig.3 comparison curve of predicting value and measured value 

based on LIBSVM 
 

 As showed in Figure 3, regression prediction results 
using LIBSVM software are more reliable and the fitting 
accuracy is higher. However, some deviations in the 
predictions in the latter 10 periods are mainly due to the 
influence of the external environment, but they are all 
within the error range. The largest training fitting error is 
-0.8624mm, the smallest training fitting error is 
0.030mm, the largest prediction error is -0.436mm, and 
the smallest prediction error is 0.021mm. 

The comparison chart and the residual plot of the 
predicted and measured values of LIBSVM are shown in 
the following figure:  

 
Fig.4 comparison between predicting value and measured value 

 

      
Fig.5 prediction residual diagram 
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Table 1 shows the comparison between the measured value and the predicted value in the last 10 periods 

Table 1 prediction results 

time Measured 
value（mm） 

Predictive value
（mm） Residual（mm） 

Set actual measured value iy ，Fitted or predicted 

value iy  

12/25 -11.1000 -11.1295 0.0295 

Mean absolute percentage error(MAPE） 

0183.0
n
1

1

n

i
i

ii

y

yy
MAPE  

 Mean square error(MSE)： 

mm0323.0)(
n
1

1
2n

i ii yyMSE  

Mean absolute error(MAE)： 

mm0183.0
n
1

1 ii
n

i
yyMAE

 

12/26 -10.8000 -10.9476 0.1476 

12/27 -10.5000 -10.7361 0.2361 

12/28 -10.8000 -10.7626 -0.0374 

12/30 -10.3000 -9.864 -0.436 

1/2 -9.8000 -9.8214 0.0214 

1/7 -9.8000 -9.6557 -0.1443 

1/10 -9.9000 -9.5981 -0.3019 

1/14 -9.8000 -9.594 -0.206 

1/20 -9.9000 -9.5945 -0.3055 
 
The prediction results can be seen, the prediction 

results based on LIBSVM meet the detection 
requirements, and the prediction results for the last 10 
periods of up to one month are also very ideal, but there 
are some deviations, mainly due to external 
environmental factors.  Carrying out predictive analysis, 
the results are not satisfactory.  Therefore, it is feasible 
to use LIBSVM for regression prediction without 
considering the external conditions, which prove the 
reliability of LIBSVM in settlement prediction. 

4 Conclusion 

Based on the LIBSVM learning model, the existing deep 
foundation pit surface settlement monitoring data are 
used to establish a prediction model.Through carrying 
out model training on the monitoring data, and predicting 
the later surface subsidence and comparing it with the 
existing data, the following conclusions are obtained: 

（1）The prediction results of surface subsidence 
displacement based on LIBSVM reflect that the model 
has a good short-term prediction effect, but as the 
monitoring time increases, the prediction result error will 
become larger and larger, which will eventually deviate 
from the actual situation and no longer have predictive 
value. 

（2）According to the results of engineering 
examples, the prediction results of the monitoring model 
for the vertical displacement of deep foundation pits 
established by LIBSVM are close to the actual 
monitoring values of the project. This method has high 
application value for the deformation monitoring of deep 
foundation pits. 
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