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Abstract. In this paper, we deal with an optimal harvesting problem for a periodic predator-prey hybrid
system dependent on size-structure in a polluted environment. In other words, a size-dependent model in
an environment with a small toxicant content has been established. The well-posedness of state system is
proved by using the fixed point theorem. The necessary optimality conditions are derived by tangent-
normal cone technique in nonlinear functional analysis. The existence of a unique optimal harvesting
policy is verified via the Ekeland’s variational principle. The optimal harvesting problem has an optimal
harvesting policy, which has a Bang-Bang structure and provides a threshold for the optimal harvesting
problem. Using the optimization theories and methods in mathematics to control phenomena of life. The
objective function represents the total economic profit from the harvested population. Some theoretical
results obtained in this paper provide a scientific theoretical basis for the practical application of the model.

1 Introduction

With the rapid development of the global economy,
many new technologies have been applied to industrial
and agricultural production activities. The invasion of
toxicants is very easy to happen, and environmental
pollution has become more and more serious. Bush fires
in Australia, SARS, Ebola virus, AIV, HIN1 influenza,
and COVID-19, etc., these phenomena are threatening
the ecological balance and causing serious harm to the
survival of human beings and other creatures. Therefore,
it is necessary to study the effects of toxicants on
biological populations. Hallam et al. proposed an idea of
using dynamics methods to study ecotoxicology in the
literature [1-3]. They established a toxicants-population
model and studied the persistence and extinction of a
population in a polluted environment. Since the 1980s,
people have conducted in-depth research on the topic of
ecotoxicology. Nowadays, there is a large number of
literature on ecotoxicology problems [4-6], but size-
structured factors are not considered in these models.

For many populations, the individual size determines
the life parameters of the individual to a large extent,
such as reproductive rate, mortality, metabolic capacity
and predation capacity, etc., thereby affecting the
dynamic behavior of the populations. In addition, the
individual size-structure can explain some phenomena
that other structures cannot explain, such as the self-
thinning of plants and the elastic growth of individuals.
Furthermore, the individual size has good operability,
such as easy measurement, convenient scientific
management of ecological resources, and easy access to
size-based statistical data. It is more convenient in
practical applications. This kind of models has achieved
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remarkable results through theory, numerical calculation
and experimental methods, which can be found in the
literature [7-10]. Due to the influence of seasonal
changes and other factors, the living environment of the
populations often experience periodic changes. For the
research on the optimal harvest problems dependent on
individual size-structured models in a periodic
environment can be referred to [11-13], in which the
literature [11] discussed harvesting problem for
nonlinear size-dependent population model in periodic
environments. At present, only a few papers have
focused on the optimal control problems of population
models with size-structure and periodic effects in a
polluted environment. Inspired by the above, this paper
discusses the optimal harvesting problem of a periodic
predator-prey system dependent on size-structure in a
polluted environment.

The remaining part of this paper is as follows. The
problem is described and the main methods of proof are
given in the next section. The well-posedness is proved,
the optimality conditions for the harvesting problem are
derived, the existence of a unique optimal policy is
obtained and the problem is discussed in Sect. 3. Finally,
we give a short conclusion in the last section.

2 Methodology

We establish the following periodic predator-prey model
with size-structure in a polluted environment:

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(http://creativecommons.org/licenses/by/4.0/).


mailto:author@email.org

E3S Web of Conferences 269, 01004 (2021)
EEAPHS 2021

https://doi.org/10.1051/e3sconf/202126901004

8P1(S’t)+6(g1(5)191(5’t))

o o :fl(S’t)_/ul(S’ClO(t))
pr(s0) A, (5. DBy () (5.0) (500 (),
ol ’> Aesl)pals) _ 1 (¢ ) iy (.00 1)

ot os
-y (s.2)+ Ay (5,0)P (£)ps (5. 8) =y (5,0)p, (. 2)
9600)_ e 0)- g 0)- i)

(1
d%ff)-klc@[a@)wz(r)]

+ e OR 0+ ex 0P, 0 ()10,
61(0)p,(0.)= [ (5. s,
pi(s.)=pi(s,0+T),

- J';p,. (s.0Ms, i=12,

where Q=(0,l)><R+,R+=(0,+OO),ZGR+ is the

is the habitat evolution period.

maximal size, 7' € R,
Other parameters are defined as follows:

D; (s,t ) : the density of ith population of size s at time

t.
¢, (¢) : the concentration of the toxicants in ith
population.

c,(t) : the concentration of the toxicants in the
environment.
The vital rates of ith populations g, (S), H; (S,t) and

B, (s,t) : the growth rate of the individual size, mortality

and fertility, respectively.
2, (s,t) : the interaction coefficient.

v(t): the exogenous toxicants input rate.

P(t) : total number of ith population.

The k, g, m, k,, g,, h are non-negative constants.
The u, (s,t

Q z{(u,v)e [L°T°(Q)]2 xLy(R,):0<u,(s,t)<H,

0<v(t)< h,Y(s,t) € 0},
where Q is admissible control set, and 7(s,t)=1(s,z+T),

a.e. (s,t) eQ, n(t)zr](t+T), ae. te (O,T). In this paper,
we consider the following optimal harvesting problem:

U, (s,t)),v =v(t)} , (2)

) is the harvesting efforts, which belongs to

max {J(u, v)iu= (”1 (s,1),

(u,v)eQ

where

J(u,v) = ij‘;ﬂwt (s tu, (s
—%’ZZI,IOTJ.;CI' [u,. (s,l‘)]2 dsdr— ;—J‘Orq[v (¢ )]2 de,

represents the total economic profit from the harvested
population. The weight function w, (s,z) is the selling

1)p, (s, )dsdt

price of an individual. The positive constant ¢, ¢, and
¢, are the cost factors of harvesting populations and the
cost factor of curbing environmental pollution,
respectively. The state (p,c,,c,) is the solution of the
system (1) corresponding to (u,v) .

Throughout this paper, we assume that:
(4)geC'0,1), g(0)=11lim,, g (s)=0,g,(s)>0,
and g, (s)<0, a. e s elo,) .
LV, >0 such that for all s,,s, € [O,l):

There are constants

|gi s,)—gi(SZ]SLVJxl —x2|.
()0 Bi(s )< Bs.colt+T)), 0<wi(s.1)=
(st+T)SW
(A3),u( (1) €L, (0.1),0< 11 (s,¢ (1)) = 1 (556, (1+T)) ,
J. ( (T, (1)-s ts)ds +ool"s)jg(3

(4)v()el? [O,T],OSVO <W(t)< v <400,
(As)g<k<g+m,v<h.

(s (1) =8 s ()] < Lo 1) =<5 ) -
(s, () < el (- () 0< 2, < 2°.
(4,) f,eL”(Q),0< f,<B, f,(s,t)= f,(s,t+T), for
(s,t) Q.

Next, we will prove the existence and uniqueness of
non-negative solution of the toxicant-population model
by the fixed point theorem, deduct the optimality
conditions of the optimal harvesting problem by
employing tangent-normal cone techniques, and obtain
the existence of optimal harvesting policy by the
Ekeland's variational principle.

|/1(S’cilo (t)

3 Experimental results and discussion

3.1 Well-posedness of the state system

In this section, we discuss the well-posedness of state
system (1), and first give the following definition.
Definition 3.1.1 The (p, (s.1). p, (s.£).6, (£).cy (£)c. (1)) 18

a solution of state system (1), if it is absolutely
continuous along almost every characteristic curve

t-T,(s)=y (r €R)[14] and satisfies:
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Theorem 3.1.2 Assuming ( 4, )-( 4, ) hold, then the

state system (1) has unique non-negative solution that
satisfies the following conditions:

M (5.0} a2k cnoEhenlehe, ) e[ O <7 (®,)]

(D) 0<¢co(t)<1,0<c, ()< teR,.

Proof Without a loss of generality, suppose ui(x,t) =0.

From definition 3.1.1, the solution of the state system (1)
can be written as

pi(s:1)

b, (e-T, (s))exp{— [ (0 (7). (47T (5)))
+=D)" A (T (2).t+7 =T, (s)) P, (¢+7-T, (s))
+g, ()" (T))}df
" jo“‘”exp{— [ (07 ()00 (1+ 0T, (5))
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}f( t+r F())dr,

l¢1_1z (s)=1, 3)
CIO p{ g+m }
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(
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where b, (1) = p, (0,t), we obtain

<J ﬁl scmt [b1< )
I fl (7). (t+r L (s )))dr}ds
< 'BO.[Ob1 (O-)do-+ﬁ0 ”f1 (.’.)"L'(Q)
By Bellman’s lemma, we get that
0 < B () ‘o exp(B°T).

We define a mapping:
F:X->X,

F(p,CO,Ce) = (F; (pvcoace )9"':[75 (pac()acg ))5
where

E(p.cpe.)=p, (S’t) ( PGy, ): (S’t)’
Fy(pacyse.) =y (1), (Pocyre, )= (t)
Fy(pscyoe,)=c ( )

and F(p,cq,c,)e X . We can see that
i
I0|E (p,co,ce)|(s,t)ds

<[5 (e-1,(5))
Ul e )

< _[;bl (o)do+ ||f1 ('r')”t(Q)

< ﬂOT"fl (‘f)"d(Q) exp (ﬁOT)+ |V1 ()"L‘ ©°"

Similarly, we have

I (e )50

< p'Texp (22°1M,+ ° exp (210, )T {1, ()] 1
-

Next, we will prove that F' is a contracting operator.

Let xl(pl,c(l,,cé) and x (p ,coc ) be the solutions of
system (1), then we have

I;%(x‘)—ﬂ(leds

= Lﬁlmﬂ\/”l (r.cio (=T, (r))) 2! (st =T, ()
=B (roc (1=T, (1)) 27 (ot =T, (7)) drds
+Lr.‘<t>ﬂoM1j;1<s>‘M (T (z).cly (t+7-T, (s)))
-4 (r* (2).c (1+7-T, (s)))
+I ﬂMj AO(P‘ (t+7-T,(r))
—P}(t+7-T,(r)))drds

Ll 1o 0)

-1 (l“l’1 (0).c (t+ o-T, (s))))dadrds
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where M, = max {k, +g, +kwT +2k g MT,g M |
M =max{M ,M,}.

We define an equivalent norm in space X by

eyl =t s e S saja S0} 0]

where 4 >0 large enough. By (6)-(10), we get
k],

=[5 () () B () -E () B () -E ()]

< MEss li[l(l)g]e’l’ J‘; {,Z::'[‘j |pl1 (r,s)-pl(r.s )|dr
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+lzz:|cjo (s)—c,.z0 (s )|+ |c; (s)— c: (s )|}ds

fe e

<M "x —-Xx ” Ess sup

tef0,7
M
<7 k-l
l *
where M = max {M,,M,,M;,M,M,} . It obvious that
for any A > M, ,then F is a contraction on the space of

(X ,||||*) and owns a unique fixed point. Namely,

(p.co»c, ) is the solution of the state system (1).

Lemma 3.1.3 For any (ui,vi)e Q , the state system (1)
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exists a unique non-negative and bounded solution,
where |pi(s,tXSCl .
such that

Moreover, there exists K; >0 ,

1 2

e e (0,7)

oy Sl
<m[zn ,-|| Ik -1, ]

;"p; =2 +§||030 oot el
st Sl b L)

The proof process of lemma 3.1.3 is similar to that of
Theorem 3.1.2, which is omitted here.

|L‘ (0.r)

3.2 Optimality conditions

In this section, we consider the adjoint system of (1) and
establish first-order necessary conditions for optimal
harvesting of (2).

Lemma 3.2.1 Let (p ,CysC ) be the solution of system
(1) corresponding to (u ,V )GQ . For any
(v,vy)e TQ(u*,v*), u" =(u]*,u;) , vi =(vy1,vy ), such

that (u* +ev, v+ gvz)e Q for sufficiently small
& >0, we obtain

i@ﬂmerHD*%@”’

1., .
;(ce (t)—ce (t))—>25 (t),
as ¢— 0, where (pg,cg,cj) is the solution of (1)

corresponding  to (u* +ev,v tev, )e Q and

(z,,2,,2;.2,.25 ) is the solution of the following system

d 0 * .
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Theorem 3.2.2 Let (u ,V ) be an optimal policy for

the optimal harvesting problem of (1)-(2). Then

”,* (S,t)=L,. (I:Wi (s,t)—q,. (s,t)]p,-*}i =12,

C.

i

v%0=g(%0q,

G

in which L; are given by

0, n(s.1)<0
Lj(n)(s,t): n(s,t), 0S77(st)<H,]—123
H, n(s.t)>H,

where (q,,49,,9;,49,,95 ) is the solution of the following
adjoint system (12):
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—q, (o,;)jo = pr(s,t)ds,  (12)
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+(k B (£)+ kP (£)+h)gs (¢),
q,(1,t)=0,
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40 (T)=q.,(T)=0,i=12.

Proof For any given element of the tangent cone
, we have (u*+gvl,v*+gv2 eQ
Then, due to the
optimality of (u”,v"), it is derived that

(v,vy)e TQ(u*,v*)
for any sufficiently small ¢>0 .

ZE .
ZIO J‘Ow,-(s,t u +5v,-1)pf (s,)dsdz
i=1

_%ijj JZCi (u,* +evy )isdt —%J‘OT I (v* +ev, )it
=)

< iZ::IOT .[; w; (s,t)u
—éémgcf[ur<s»r>rdsdf—ao%[vw)rdf.

By Lemma 3.2.1, it follows that

Z.[ .[ )z, (s, sdr
+Z.[o Io[wi(s’t)p;(s’t)_Ci”:(sat)]vil(s’t)det

s,t)p; (s,t)dsds

T
—j e (e, (eHe <0, (13)

0
Multiplying the first five equations in (11) by
4,(5,1), 4, (t),....q5 (t) respectively, then integrating on

O and (0,7), combining (13), we get
S
- _ZL Jovil(Sat)p;(sst)qi(s,t)dsdt
i=1
+ JOTVz (t)as(e)z . (14)

)z, (s,t)dsds

Substituting (14) into (13) gives that
Z j j cu; Jv, dsdt

+IO -V + 4, )vzdt <0,
for every (vi,v,)eT, (u*,v*) , thus
((w[—qi)p;—c[u*,—c3v*+q5)€NQ (u*,v*) ’

NQ(u*,v*) is normal cone of Q at (u*,v*).

'_ql pL

where

Lemma 3.2.3 For any (u,v' ) Q,i=1,2, The adjoint
system (12) exists a unique bounded solution, where
|%| < C, . Moreover, there exists K5 >0, such that

2 4
z y(Q)+; ||(]15—C§ = (01 +||ql5_q§ |L’°(0,T)

i=l1

2
Z 1_ 2 1_ .2

< K3T(V 1”“" —W ||L’°(Q)+||v I
=

3.3 Existence of optimal policy

In this section, the existence of optimal policy will be
established. First, define the embedding mapping J (u,v)

in [Ll (Q)]2 x L (0,T) as follows

- _{J(u,v), (u,v)eQy

J(u,v)— —00, (u,v)eéQ.

Lemma 3.3.1 The functional J (,
)| <L (0.7).

Proof Suppose (u",v”)—)(u,v) as n— o, (p”,cg,cg)

v) is upper semi-

continuous in [L‘ (0

and (p,co,ce) be solutions of (1) corresponding to
(u”,v") and (u,v) , respectively. According to the Riesz
theorem, there exists a subsequence (still denoted by
(u” Y )), it follows that

[u”(s,t)]z —>u’(s,1),ae. (s,6)eQ,as n>o0. (15)

b @)F >v2(). 2. tc(0.7).2s n 0. (16)
From (15) and (16), using Lebesgue dominated
convergence theorem implies that
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lljg J.OT Iol [u," (s, t)}2 dsdt = IOT J.Ol [ul. (s, t )]zdsdt ,
lim IOT [v”(t)]zdt = JOTvz(tﬁt

By Lemma 3.1.3, we have
p; (s, )sdr
—I j P, (s, t)dsdt‘
sJ'O jom 5,0) p!' (s,1) |u (s,0)—u
ool

< MV_V"u’n _ui”Ll(Q) +wH "p _p"L‘ ©)

uf||L.(Q>+llv"—v"m,n)’

D! (s,t)isdt
(s t)dsdt

u s,t |dsdt

st |dsdt

<Ml —u ], , + WHKZT("L,; -
we get that
IE?OITIZ
“JyJom

Therefore, we have proved that
r}gl; sup J(u”,v")s J(u,v).
(u WV )EQ
Theorem 3.3.2 If [¢'T(WK,+CK +GK, )+ K,T|<I

the optimal harvesting problem (1) and (2) exist a unique
optimal policy.

Proof According to Lemma 3.3.1 and Ekeland’s

variational principle, for each &>0 , there is a
(u‘g,v‘g )e Q such that
j(ug,vg)z sup j(u,v)—g, 17
(M,V)EQ
j(u‘g,v‘g)z sup {j(u,v)
(u,v)eQ

2
53 =l o )09
By Theorem 3.2.2, we have
(w—a! ) pf —cuf +Ne0 e N (u )i=12,

q; —cV° +«/Et9; €N, (v‘g ) .
Consequently

(u‘e,vg)=[Ll {(Wl —qf)pf + \/ng}

G

B (Wz_ng)p;+\/;¢9; L (g o
’ S & e G G ’

where 67,0, e L"(Q) , 6; eL”(0,T) with |9f|£1 ,
o] <1 |os| <1,

First, we prove the uniqueness of optimal harvesting
by the contraction mapping principle.

el )

Therefore, we have
‘F(ul,vl)—F(uz,vzl

<¢' ‘(Wl -q )pll - (Wz

(w=a5) 25— (w3 P3|+ 5"l =2 |-

Combining Lemma 3.1.3 with Lemma 3.2.3, we get that
“F(ul,v1 )—F(uz,vzl‘

<[T(q" +¢" ) (WK, + C,K, + CK, J+ ¢ 'K.T |

2
1 2 1 2
(Sl b L)

If [T(e" +¢,' ) (WK, +C.K, + CK, )+ KT |< 1, the

-4} )p}

-1
+c,

mapping F is a contraction and has a unique fixed point
(,v)eQ . Then the Theorem 3.2.2 implies that any

optimal control (u*,v*), if exists must be a fixed point of
the mapping F .
Next we will show that (i7,v)eQ is the optimal

policy. Since

Il ) )

e

_[ {(Wl—qf)pf ,\/591] ; {(Wz_q;) 3 :‘/EQZJ

G G ) G
& f
£0,
L3 q_5 + =73
c c

,1\/’
<\/7(Cl +(32 +cy )

and F(iz,v)=(w,v), it follows that
H(ﬁ,ﬁ)—(u‘g,v‘s]

S”Fﬁ?—F(u‘g,vg]+ ¢ v‘g)—(u‘g,v‘gl

< [T(c +e )(wKl +CK +CK, )+ e 'K T |
(OT)\J+ \/;(c1-1+c2—'+c3—1)

<( max{K K })T(c[ +c, +c3’)
[Z"u —u +||\7—v€||Lx(0qT)j+ \/E(cl*1+c2*1+c;1)’

that is

—1 _
<q 0, |+, Ve |6,

u —u +||V Ve

+||v Ve

. U i ” (0.1)
i=l1
\lg(cl +C2 +C3 )

- (l—max{K3,K4})T(cl"+c;1+c;1) .
where WK, +C,K, +C,K; =K.

Therefore (ug,vg)—> (,v) as &£—0 . From Lemma
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3.3.1 and inequality (17) it follows that
7(17,\7)= sup j(u,v),
(u,v)sQ

which implies that (LT , V) € Q is the optimal policy.

4 Conclusion

In this paper, an optimal development model of a
periodic population system dependent on sized-structure
in a polluted environment is established and analyzed. If
all the parameters in the optimal control problem (1) and
(2) are periodic functions related to time, then with the
increase of time, the total population resources will show
periodic changes. From the Theorem 3.2.2 and 3.3.2, the
optimal harvesting problem (1) and (2) have at least one
optimal harvesting policy, and the Theorem 3.2.2 shows
that the optimal harvesting policy has a Bang-Bang
structure. The optimal harvesting policy in Theorem
3.2.2 provides a threshold condition for optimal
harvesting problems (1) and (2):

(Wi —q; )pi* -
If (w,—q,)p —cu”<0,q5—cy" <0, that is, when the

cu ,—cv +qs5,i=12.

economic value of the population is relatively low, then
the optimal harvesting policy is equal to its minimum

value 0. If (w,—q,)p —cu”>0,g;,—cy" >0, that is,
when the economic value of the population is relatively
high, then the optimal harvesting policy is equal to its
maximum value H,j=1,2,3 . This result has obvious

practical significance.

In practical applications, the parameter values in
models (1) and (2) are fitted by observation data. Then
combined with (2), (3) and (12) to calculate the optimal
harvest policy and the optimal population density.
Furthermore, the optimal index s can be obtained
through numerical calculation, which provides a
theoretical basis for the development and utilization of
population resources.
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