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Abstract. Processes of thermo-chemical treatment, such as nitriding, are used to create a surface layer of 

high mechanical values. When the nitriding process, often consisting of a multi-stage heating and 

soaking, is ended, elements being under treatment are cooled. The cooling rate depends on the 

massiveness and geometry of the given element. Too fast cooling can result in the formation of high 

temperature gradients, which leads to the element damage. This paper presents numerical analysis of a 

cylinder cooling. The non-linear, unsteady inverse problem for the heat equation was solved. Test 

examples were chosen based on experimental research conducted in the furnace for thermo-chemical 

treatment. 
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1 Introduction 
Machine elements are submitted to thermo-chemical 

treatment, such as nitriding, to create a surface layer of 

high mechanical properties. After the process phase 

consisting in a series of heating and soaking is ended, 

the element is cooled. It is necessary to adjust the 

speed of the cooling process to the massiveness and 

complexity of the heated element surface in such a way 

that the permissive thermal stresses are not exceeded. 

So far, research on heating the cylinder in the furnace 

for thermo-chemical treatment was conducted. To 

determine thermodynamic parameters, the inverse 

problem for the heat conduction equation was solved 

[1,2]. Research on the treatment of metal elements with 

laser are presented in papers [3,4]. To analyze the heat 

flow, the solution to the inverse problem was applied. 

Inverse problems were also used to investigate the heat 

flow in the aluminum solid block during the process of 

water cooling [5]. 

Computing thermal stresses can be done based on 

temperature distribution in the element being cooled. 

They can be determined by solving the direct heat 

conduction problem if the temperature, the heat flux or 

the combined radiation convection heat transfer 

coefficient (CHTC) on the boundary is known. 

Temperature measurement on the boundary of the 

element being treated is impossible during the 

processes of thermochemical treatment or is subject to 

a great error. However, it is possible to measure 

temperature inside the cooled element and to determine 

the boundary condition by solving the inverse problem 

[6]. Inverse problems are ill-conditioned numerically 

[7]. Many studies on methods for solving inverse 

problems and on their stability were conducted [8-11], 

with particular focus on cylindrical geometries, what 

was discussed in papers [12-14]. Determination of the 

heat transfer coefficient for the cooling process by 

solving the inverse problem with the use of the Trefftz 

method was presented in the paper [15]. Today, inverse 

problems are widely used to determine the temperature, 

the heat flux and the heat transfer coefficient in 

elements of machines and thermal devices during 

heating and cooling processes [16-22]. In this paper, 

numerical research on the solution to the inverse 

problem for cooling the cylinder is presented. 

2 Calculation model 
The process of heat flow in the cylinder is described by 

the heat conduction equation 

  � � � � � �� �TT c T div T T
t

�
� �

�
� �  (1) 

with the initial condition 

 � � 0, 0T r t T� �  (2) 

Temperature on the boundary of the cylinder during the 

time of cooling was sought  

 � � � �, bT r R t T t� �  (3) 

To that end, the boundary inverse problem was solved. 

Temperature measurement inside the cylinder was 

assumed. The distance between the calculated and 

measured values at points of temperature measurement 

is described by the functional of the following form 
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which was next minimized. The heat flux was 

calculated with the use of the Fourier’s law 

 � � Tq T
n
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Obtained distribution of temperature in the cylinder 

and the heat flux on the cylinder boundary enable 

determining the value of the CHTC, noted as follows 
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qh
T T

�
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Details of the calculation model for the heating process 

were given in papers [1,13]. 

3 Numerical tests 

For calculations, the assumed temperature of the 

boundary was of the following form 

  � �4550exp 1.72 10bT t	� 	 �  (7) 

 

Numerical tests were performed for the given function 

of the cooling rate set-point FC and for the gas 

temperature obtained from the experimental tests in the 

furnace for thermo-chemical treatment (Fig. 1) [1]. 

Based on the above functions the assumed distributions 

of the CHTC (Fig. 2) and of the heat flux (Fig. 3) were 

determined for the process of the cylinder cooling. The 

time of cooling was divided into three intervals, what is 

marked with vertical lines in figures 2 and 3. The first 

time interval [t1, t2], where t1 = 0 s and t2 = 1 000 s, is 

the interval, in which great changes of the CHTC are 

observed. The second interval [t2, t3] ( t3 = 10 000 s) is 

characterized by a significantly lower variability of the 

CHTC. The third interval (above t3 = 10 000 s) is the 

interval in which the cylinder temperature is below  

100 °C. Then, in many cases, the furnace is shut off 

and opened. Relatively small differences between the 

gas temperature and the cylinder boundary temperature 

are observed at that time. This results in the CHTC 

(fig. 2) and the heat flux (fig. 3) values overstating and 

in their fluctuations. This time interval is unimportant 

and it is omitted in the further analysis. 
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Fig. 1. Distribution of temperature of the cooling rate set-

point FC, of the gas temperature Tg and of the cylinder 

boundary Tb over time 

Fig. 2. The given distribution of the CHTC over time 

 
Fig. 3. The given distribution of the heat flux over time 

 

Based on the given distributions of temperature of the 

cylinder boundary and of the gas temperature the direct 

problem was solved. Obtained temperature values 

inside the cylinder were next taken for numerical test 

as the measured values. The temperature measurement 

was taken on radii r1 = 48 mm and r2 = 46 mm. The 

error in thermocouples installation was ±0.2 mm. 

Values of the error in temperature measurement in the 

function of the measured temperature are shown in 

figure 4. To verify the program operation, the 

following numerical tests were carried out: 

� Test 1 (INVERSE PROBLEM)  

no disturbance to measured values 

� Test 2 (INVERSE PROBLEM PLUS) 

� �1 1T T r ET �  �  

� �2 2T T r ET �  �  

1 0.2 mmr � 	  

2 0.2 mmr � 	  

� Test 3 (INVERSE PROBLEM MINUS) 

� �1 1T T r ET �  � 	  

� �2 2T T r ET �  � 	  

1 0.2 mmr �  

2 0.2 mmr �  

Fig. 4. Values of the error in temperature measurement in the 

function of the measured temperature 

For all numerical tests, similar values of temperature of 

the cylinder boundary were obtained for the time 

interval [t1, t2] (Fig. 5). The greatest differences of 

temperature, the CHTC and the heat flux for the time 

interval [t1, t2] were obtained in test 2 (INVERSE 

PROBLEM PLUS), what is shown in figures from 5 to 

7. Solving the inverse problem with undisturbed input 

data, we obtained solution being very similar to the 

solution to the direct problem. For tests which included 

the disturbance to the measuring temperature (test 2 

and 3), determined values of the heat flux fluctuates 

around functions obtained from the direct problem. 

Results in the first time units differ from the assumed 

distribution of the heat flux. These differences decrease 

in next time units (Fig. 6). We obtained values of the 

CHTC similar to the assumed distribution for test 3 and 

significantly different values for test 2 (Fig. 7). 

Fig. 5. Distribution of temperature for the time interval [t1, t2] 
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Fig. 6. Distribution of the heat flux for the time interval  

[t1, t2]  

 
Fig. 7. Distribution of the CHTC for the time interval [t1, t2]  
 

For the time interval [t2, t3], values of the CHTC (Fig. 

8) and of the heat flux (Fig. 9) were investigated with 

the maximum overstating (test 2) and the maximum 

understating (test 3, Fig. 10, 11) of the measured values 

resulting from the maximum error in the measurement 

and from the thermocouples displacement. Despite the 

assumed disturbances, a stable solution to the inverse 

problem was obtained. 

 
Fig. 8. Distribution of the CHTC for test 2 

 
Fig. 9. Distribution of the heat flux for test 2 

 
Fig. 10. Distribution of the CHTC for test 3 

 
Fig. 11. Distribution of the heat flux for test 3 

 

Differences between the solution to the direct problem 

and to the inverse problem were described by the 

maximum absolute norm 

  � �
� �

� � � �
1 2

1
,

max DP IPt t t
N f f t f t

�
� 	   (8) 

and by the relative norm 
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� �
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,

2
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�  (9) 

Norms N1 and N2 were calculated for distributions of 

temperature, the CHTC and the heat flux in the time 

interval [t2, t3]. Results are summarized in table 1. For 

the undisturbed measuring data, the solution to the 

inverse problem gave results being very close to those 

being assumed. Differences achieved up to 0.106 % for 

the temperature, 0.36 % for the heat flux and 0.81 % 

for the CHTC, what respectively corresponded to 0.49 

°C, 37.84 W/m
2
 and 1.79 W/m

2
K. Having regard to the 

overall impact of the maximum error in thermocouples 

installation and the maximum error in temperature 

measurement, these values slightly increased and 

achieved up to 2.37 °C (test 2), what corresponded to 

0.51 %. For the heat flux, the greatest values of norms 

N1 and N2 were obtained for test 3. The absolute norm 

N1 for the heat flux was 1433.2 W/m
2
, and the norm N2 

was 13.58 %, whereas for the CHTC these values were 

the greatest for test 2 and achieved 21.84 W/m
2
K and 

9.91 %, respectively. The presented results prove that 

the solution to the inverse problem is slightly sensitive 

to input data disturbances. 
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Table 1 

 
 IP IP PLUS IP MINUS 

N1 

Tb [°C] 0.49 2.37 0.69 

q [W/m2] 37.84 1344.25 1433.20 

h [W/m2K] 1.79 21.84 20.17 

N2 

Tb [%] 0.106 0.51 0.15 

q [%] 0.36 12.74 13.58 

h [%] 0.81 9.91 9.16 

4 Conclusion 
This paper presented numerical tests for a non-linear, 

unsteady inverse problem. Research investigated the 

process of cooling the cylinder. Tests were performed 

with respect to cooling massive elements. A stable 

solution to the inverse problem for the temperature 

with regard to maximum possible disturbances to 

measurement was obtained. For the case of undisturbed 

input data, the CHTC and the heat flux on the cylinder 

boundary were achieved with a great accuracy. For 

initial time units the solution to the inverse problem is 

more sensitive. Values of the CHTC and the heat flux 

gave satisfying results for the second time interval 

(from 1 000 to 10 000 s). 

Nomenclature 

f – function 

FC  – function of temperature of the cooling rate set-

point 

ET  – error in temperature measurement, [ᵒC] 

IP  – inverse problem 

Subscript: 

0 – initial (for t = 0) 

b – boundary 

c  – calculated value 

DP  – direct problem 

g – gas 

IP – inverse problem 

m – measured value 
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