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Abstract. This paper tries to find out the best regression model to predict the rating of video games. It is 
done by comparing multiple variables related to Metascore, such as genres and player count. In order to be 
able to get accurate results, we gather some data by scraping them from Steam and combining them with 
public data. The games in this study are from Steam since it is one of the largest computer video games 
distributors. In this study, we evaluate several regression models, such as Linear regression, Decision Tree, 
Random Forest to predict the game rating. The experiment shows that tree-based regression model, such as 
LightGBM and Random Forest performed better than any other regression method, with R2 score above 0.9.  

1 Introduction 
For decades, video games have been growing 
exponentially from when they are started. From the 
quality aspect to how people interact with them, it is far 
different from the early days. It is easy to say that with 
each passing day the number of video games out there is 
increasing. With that in mind, consumers need 
information about video games to help them pick which 
game to play. In early 2001 a website was created to help 
with that problem, it is called Metacritic. It is a website 
with the goal of providing people with pieces of 
information and reviews of a video game [1]. 
Furthermore, they also provide video games with a 
possible rating from 0 to 100 called Metascore. How it 
is scored is by combining several professional reviews 
and weighting them to produce the final Metascore [2]. 
Metascore is important for the game world since it is 
used for benchmarking video games experience [3]. 
Furthermore, in a study by [4], it is suggested that video 
games with high scores help with the sales of the game. 
With that, we want to know with the vast data that is 
available on the internet could it predict games 
Metascore. 

We believe that someone who is interested in video 
games, someone who wants to start game development, 
or someone who is a game developer would be 
interested in this research. If the research itself shows 
incredible results it might help game developers by 
showing what kind of factors could predict a game 
score. 

In this paper, we will try to predict rating by 
comparing metascore with other variables. It has been 
proven that metascore have an impact on the success of 
a game [1-4]. The game that we will be taking is from 
the top games on Steam, as Steam is the most well-
known and still growing video game distributor [5]. To 
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test it, we used many regressions algorithm such as 
Linear Regression, Decision Tree, Random Forest, and 
so on. The detail algorithm that used in this study will 
be explain in Section 3. 

2 Literature review 
In this modern age, almost every product’s review can 
be seen at glance in form of ratings and with first 
impressions being absolutely crucial to make or break 
an opportunity, various companies and data scientists 
alike have looked into how to predict what rating their 
associated product will receive. 

In [6], they used Decision Forest Regression, 
Decision Tree Regression and Gradient Boosted Tree 
Regression among other methods to predict the ratings 
of Amazon products. As they are pulling data straight 
from amazon reviews that customers have written, they 
also needed to do text analysis in order to detect polarity. 
While they included a very large dataset sourced from 
Amazon itself, the models they used were rather limited 
and were mostly variations of the same model. This is in 
contrast to us as we included various different models to 
find out which may be best at predicting the ratings 
based on our dataset. 

[7] on the other hand, not only used various models 
like Gradient Boosting Classifier, Extreme Gradient 
Boosting Classifier or AdaBoost Classifier and text 
analysis for polarity but they also used ensemble 
learning to combine the models to further improve 
results. They also had a large dataset to ensure that their 
models have ample training data and also ensured the 
quality of said data by ensuring that the app is at least 5 
years old and have 4000 posted reviews. Although our 
methods are similar to a degree, they use methods that 
we currently do not use and will most likely use if we 
decide to expand on this paper. In [8] study they are 
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predicting the popularity of a movie based on data that 
are extracted from IMDB. The data they extracted 
include similar data type that this paper uses such as 
genre, and Metascore. [8] used a tool called Weka to 
perform the prediction using machine learning 
algorithms such as Logistic regression, NN, and 
decision tree. For some insight, Weka is a tool that has 
machine learning algorithms and can be used for data 
mining, data processing, classification, clustering, 
visualization, regression, and more [8]. Another study 
by [9] predicted the success of a movie by using IMDB 
data. The study also uses some of the algorithms that 
were used in previous study and show similar results.

A recent study in [10] shows that regression model 
can be used to predict movie ratings from IMDb dataset. 
Similar with our study, they also show that study in 
recommender system field is not only about using 
classification algorithm like collaborative filtering or 
clustering algorithm like content based filtering, but also 
by using regression method to predict number, in this 
case, the user rating.

A study directly related to our research was 
conducted by [11], where they also attempted to predict 
the rating of games albeit they focused on the board 
genre. That being said, they used a different methods 
and models namely Multinomial Naïve Bayes, SVC 
Linear and Ensemble model. They also made variants 
with unbalanced and balanced data.

Next, in the study by [12], they attempted to predict 
the rating of games on the App Store. They also used 
multiple models namely Random Forest, Decision Tree, 
Logic Regression and K-NN. However, they perhaps 
oversimplified their rating system as they categorized 0-
3.5 as low rating and 4-5 as high rating though this is 
most likely due to them wanting to calculate Accuracy, 
Recall and Precision as well.

Lastly, in the study by [13], they attempted to 
improve upon a proposed method by Pacula to predict 
the rating of a game through hours played. The models 
they used are various KNN algorithms, SDV++ and 
Slope One.

3 Datasets
The datasets that are used for this research comes from 
multiple sources; the plan is to merge the datasets to 
better analyze the games. Some of the variables that are 
going to be taken account are the metascore, user 
reviews, average player, peak player count and many 
more.

3.1 Top video games 1995 - 2021 metacritic

Table 1 shows the snippet of the dataset [14]. The 
dataset include game name, platform, release date, 
summary, metascore and user score.

Table 1. Top video games.

3.2 Steam game data

The table 2 show the snippet of dataset, the dataset 
includes many data but the one that we are using are the 
response name, release date, and all of the genres [15].

Table 2. Steam game data.

4 Data preparation and processing
As previously mentioned before, our dataset will come 
from multiple sources, so what we need to do first is to 
fully understand what data we want to use. Since it is 
going to be more focused on the games that are on 
Steam, we will first need to scrape more data from steam 
charts, because the data that is provided on Kaggle is 
only top 100 games. We also need to find a good range 
of time for testing. Furthermore, as mentioned before, 
due to us having multiple sources, we will also need to 
merge the datasets, perhaps modify some that we need 
which represent the same data but are named differently, 
and perhaps drop irrelevant data on each dataset.

4.1 Scraping steam chart

These are the libraries used to scrape Steam chart:
• BeautifulSoup4
• Pandas
• Requests
• Re

Since [16] has multiple layouts, the process is split 
into two parts, which are getting the game code and then 
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using the game code to get the other information about 
the game, such as: 730, 570, 578080, 1172470, 271590, 
1446780, etc.

Table 3. Result steam chart scrape.

The first part is getting the game code, how the 
scraper works is by going to each page, changing its path 
to its distinct pathing. Each page have a label of ’p.’ and 
then a number, where if the number is changed it will go 
to a certain page. Then the scraper use the keyword 
‘/app/’ for splitting the found word, the result will return 
the game code number.

The second part is to get the data by using the game 
code, first is to initialize all the data that is needed which 
are the name of the game, month of the data, average 
players, gain or loss of that month, the percentage of the 
gain, and the peak players of that month. Second is using 
the length of the game code list and the code itself to go 
to each page to get the data that has been mentioned 
before. Lastly, is to put the data into a data frame, each 
loop it appends the data to a premade data frame so it 
would not overwrite the data that is gotten and then clear 
the list so it does not add the same data. the result is as 
shown in table 3.

5 Model and techniques
The model we have chosen is Regression Modeling and 
Neural Network. We chose to abstain from Correlation 
Modeling because Correlation what we were trying to 
do is not find out if there is a relationship and instead to 
predict. As for Neural Network, some of our data may 
have non-linear dependencies so we include it just in 
case.

In terms of techniques, we use multiples, compare 
the Root-Mean-Square-Error (RMSE) and choose the 
one with the least RMSE. The techniques we use include 
but may not be limited to Linear Regression, Ridge, 
Lasso, KNeighborsRegressor, MLP Regressor (Neural 
Network), Decision Tree Regressor, Random Forest 
Regressor, Gradient Boosting Regressor, XGB 
Regressor, LGBM Regressor, and Cat Boost Regressor.

5.1 Preprocessing

Libraries that are required is shown below:

• LabelEncoder
• Train_test_split
• StandardScaler

First, we pick the columns we do not need or 
columns that may give the models an unfair or 
unrealistic advantage and drop them.

As we want to predict what Metascore a game might 
get, we remove game name since we are not using any 
text classifier to identify the score, platform because all 
of them are games that are on PC, and user review as it 
is similar to the Metascore, it is similar which gives the 
decision tree model an unfair advantage. We also 
remove release_date since it is a duplicate.

Next, we encode some of the data as some of them 
are still in the form of string like Month, Gain %, Gain 
and ReleaseDate. Finally, we split the data into X and y, 
conduct a train-test split with a train size of 70% and a 
random state of 1 and standardize the data by scaling 
train and test set data.

5.2 Training

Libraries that are required in the implementation are 
shown below:

Table 4. Parameters.

For efficiency purposes, we create a dictionary with 
the name of the model and the function to use said 
model. After that we loop through the dictionary for 
every model that is in said dictionary to train it. The 
parameters for all of the models are defaults value from 
the library.

6 Evaluation method
As mentioned before, we will be using RMSE to 
measure, on average, how far apart the predicted values 
are from the test data. In addition to that, we will also be 
using R2 to measure the proportion of the variance in the 
response variable of a regression model that can be 
explained by the predictor variables. As RMSE 
measures the variance between the prediction and the 
real values so naturally, we were looking for the 
technique that has the least RMSE. For R2, it tells us how 
well the predictor variables can explain the variation in 
the response variable, the closer to the value 1 it is, the 
better.
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6.1 Root mean squared error (RMSE)

                              
(1)                                                    

                                                                                    (1)
where:
Predicted value
Actual value
Summation, where N is total sample size
The differences between predicted and actual value

To get the RMSE (as shown in Equation 1) of each 
model, we again use the same dictionary to loop through 
each model, keep the predicted value as the result when 
it tries to predict the metascore of the data and finally 
use the formula shown above1 to get the RMSE by 
comparing the actual value with the predicted value 
from the model.

Table 5. RMSE result.

Model RMSE
Linear Regression 6.8347

Linear Regression (L2 Regularization) 6.8345
Linear Regression (L1 Regularization) 7.2472

K-Nearest Neighbors 3.5803
Neural Network 3.9947
Decision Tree 0.9249

Random Forest 0.5991
Gradient Boosting 2.4979

XGBoost 2.6462
LightGBM 0.5227

6.2 Normalised root mean squared error 
(NRMSE)

                                                                                                                                                                                                                        
                                                                                    (2)

where:
ymax = Max rating of test dataset
ymin = Min rating of test dataset

To get the NRMSE of each model, we use the results 
from above, get ymax and ymin respectively and use the 
formula shown above (Equation 2) to get the NRMSE 
by dividing the RMSE with ymax and ymin.

Table 6. RMSE result.

Model NRMSE
Linear Regression 0.1953

Linear Regression (L2 Regularization) 0.1953
Linear Regression (L1 Regularization) 0.2071

K-Nearest Neighbors 0.1023
Neural Network 0.1141
Decision Tree 0.0264

Random Forest 0.0171
Gradient Boosting 0.0714

XGBoost 0.0756
LightGBM 0.0149

6.3 Coefficient of determination R2

                                                                                                                
(3)

                                                                                    (3)

To get the R2 of each model, we use the same concept 
as the before but change the formula to the formula to 
get the R2.

Table 7. R2 result.

Model R2

Linear Regression 0.22803
Linear Regression (L2 Regularization) 0.22808
Linear Regression (L1 Regularization) 0.13202

K-Nearest Neighbors 0.78816
Neural Network 0.73628
Decision Tree 0.98586

Random Forest 0.99407
Gradient Boosting 0.89689

XGBoost 0.88428
LightGBM 0.99548

7 Result and discussion
Although all of our models show great results, a few are 
better than others namely LGBM, Random Forest, and 
Decision Tree. Here we are using prediction error and 
residuals plot to visualize our results.

Figure 1 shows the result of LGM model. The R2

score shows very high result, which is 0.995. In Figure 
2, the model performance shows the R2 of 0.994, which 
is also quite high. In Figure 3, the Decision Tree model 
shows the R2 as high as 0.986. From the result, we can 
see that the model can yield a very satisfied performance 
when predicting the rating of the game. In this section, 
we only highlight the models which returned the highest 
R2 score.

After gathering data from existing databases and 
scraping data ourselves, preparing said data and then 
training various models, we have evaluated that among 
the 10 models, two of them stand out namely LightGBM 
and Random Forest. LightGBM had the best results by 
a slight margin with a standard deviation of the residuals 
(RMSE) of 0.5227, an NRMSE of 0.0149 and a 
coefficient of determination (R2) of 0.99548 with 
Random Forest following closely behind with an RMSE 
of 0.5991, an NRMSE of 0.0171 and an R2 of 0.99407. 
That being said, considering that the rating scale of 
Metascore is 0-100, the accuracy of these models at 
predicting what rating a game would have is very good.

In terms of sheer accuracy, LightGBM is better than 
any other model we have tested as even compared to the 
Random Forest model, it is 14.62% more accurate but in 
a dataset where the data is represented in no decimal 
place and goes up to 100, a 14.62% difference would 

(1111111111111111111)    
                                  
where:

                                                      
                                                      

                                                                         
(3)

                                                                           
where:
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mean a difference of 0.0764 which is so small that it 
would not even be represented in the data in any way 
even if rounded up. In conclusion, again, although 
LightGBM is technically better than Random Forest, the 
difference is so negligible that either would work.

Now, with that being said, how does our method 
compare with other related works? In section 2 we 
mentioned the [11] study and in said study, their rating 
scale was 0-10 so we had to calculate their NRMSE, 
their best model was the Ensemble Model with Balanced 
and Unbalanced SVC. However, even with their best 
model, they only achieved an NRMSE of 0.2496 which 
does make our models better.

Another example is the [12] study and as their rating 
scale is only 0-5 and as they do not provide an NRMSE, 
we will again calculate it for them. With their best 
model, the Random Forest, they have an NRMSE of 
0.0881 and which is very good but fortunately our best 
models are still slightly ahead.

Lastly, we have the [13] study. Here, fortunately 
they provided an NRMSE making the process much 
easier. Their best model, the SDV++, had an NRMSE of 
0.2543. Again, fortunately this does mean that our 
models are still better.

(a) Prediction Error: LGM (b) Residuals plot: LGBM

Fig. 1. LGBM result.

(a) Prediction Error: Random Forest   
(b) Residuals plot: Random Forest

Fig. 2. Random forest result.

(a) Prediction Error: Decision Tree
(b) Residuals plot: Decision Tree

Fig. 3. Decision tree result.

8 Conclusion and future work
In this paper, we showed the implementation of machine 
learning analysis in game industry. This study explored 
several regression models to predict game ratings. 
Because we were trying to predict numerical label, the 
regression algorithms were used to solve this problem. 
Based on our findings, the tree-based regression 
algorithm shows the better performance when compared 
to the other regression methods. We also show that our 
model has outperformed other previous published 
research by other author.

To improve this research, we would like to 
recommend gathering more information related to the 
games, such as total playtime, difficulty, and art style. 
Furthermore, having text classification could also 
improve the research as it can be used to encode variable 
such as game name, summary and user review.

9 Supplementary files
The code can be accessed through Github link: 
https://github.com/Lynceusthepotato/Game_Prediction
_ DS.
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