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Abstract. Hydraulic calculations are the primary tool for rational 
technical decisions related to the design and operation of pipeline systems. 
The compressibility factor is introduced into the gas equation of state to 
account for its real properties and depends on the pressure, temperature, 
and gas component composition. At present, the search for an accurate and 
computationally efficient approximation for the compressibility factor 
remains an urgent problem. This paper presents a methodology for 
constructing an approximation based on symbolic regression, and the 
proposed dependencies analysis provided. The average relative error of the 
presented models is 0.03%. 

1 Introduction and motivation  
For hydraulic calculations of gas flow parameters in the gas pipeline it is necessary to 
calculate the compressibility factor z(p,T), which allows to take into account the deviation 
of real gas behavior from the ideal one. Most explicit and implicit approximation 
dependences have been developed based on the accumulated significant volume of 
experimental data. The calculation of the compressibility factor with regard to gas fraction 
composition can be performed according to the equation of state (in recent years, the work 
of most researchers is based on GERG-2008, AGA8[1,2], AGA10), where the problem is 
reduced to an iterative method of solving a nonlinear equation, refer to [3] as well. The time 
of calculations plays a significant role in non-stationary modeling of gas transfer modes in 
main pipelines as well as determining optimal mode of gas transmission and parameters 
identification of a gas transportation system. The work aimed to build approximation 
dependences for the compressibility factor in an explicit form using the genetic 
programming method (another name is symbolic regression) and to analyze the quality of 
the resulting models. It is important to note the approaches to solving the problem of 
approximating the compressibility factor, presented in a number of publications. In [4] the 
relationship in explicit form, constructed on the basis of a set of experimental data (3038 
records) is presented. The correlation is built as a fraction, the numerator and denominator 
of which are functions containing the reduced pressures and temperature in various degrees 
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and their logarithms, there are 20 coefficients in the formula. The paper [5] presents the 
formula that is a modification of the implicit relation [6]. The resulting model contains 19 
coefficients, and the polynomial functions of reduced temperatures and pressure and 
exponential functions of reciprocal temperature are used in the calculation. A feature of [7] 
is the division of the range of reduced pressure values into 2 subsets, a separate model is 
built for each range. Due to this it became feasible to reach a higher accuracy of the model, 
the group method of data handling (GMDH) was used in the work. The authors note that 
the models built using GMDH do not include logarithmic or exponential functions and can 
be easily used in programming. The paper [8] introduces a model based on a 
multidimensional nonlinear relationship, built on a sample of 6988 values obtained from 
the digitized Standing–Katz diagram [9,10]. The authors give a formula that is the quotient 
of two polynomials, the formula has 20 coefficients, an average error (MAPE) about 1.5% 
flowmeter is indicated. To calculate the compressibility factor in [11], an artificial neural 
network with two hidden layers is proposed it was trained on 4158 experimental data 
entries. However, it is difficult to compare the results of mentioned models since the testing 
was carried out on a disparate data. In many works, authors usually deal with charts 
determining the ratio between the obtained and experimental values of the compressibility 
factor, they also provide the determination coefficient values and the average absolute 
error, but the majority of them do not conduct a complete analysis of the dependence of the 
error on the input variables values.  

2 Methodology  

Symbolic regression or genetic programming [12] is one of the methods of machine 
learning. The advantage of this method is the possibility to obtain the relationship between 
input and output variables in an analytical form, and there is no need to specify the shape of 
the function pattern in advance, it will be determined directly during the execution of the 
genetic algorithm. In contrast to neural networks and other machine learning algorithms, 
the obtained models are not a "black box" and allow you to analyze the interaction between 
the input variables. There is a fairly large number of works describing the application of 
this method to solving problems encountered in practice in a wide variety of subject areas, 
for instance [13, 14, 15, 16]. The terminology of the method comes from biology. The 
resulting analytical function is represented as a chromosome (or an individual) and is 
defined by a set of genes, which may include: 
• variables,  
• arithmetic operations, including unary minus, 
• functions (log, exp, sqrt, ^2, ^3, abs, sin, cos, tanh, etc.), 
• constants. 

When an initial population is created, a set of chromosomes (functions) will be 
randomly generated from a set of genes. Speaking about the fitness of the j-th individual 
(the function which approximates the compressibility factor values) 1 2( , ,..., )j nx x xZ , we 
consider the sum of squares of deviations of the values calculated by the formula obtained 
for each set 1 2( , ,..., )ni i ix x x of input variables in the training set from the known values of 
the compressibility factor zi. A "-" sign is required, since due to the evolutionary principle, 
the most adapted individuals survive, and the values of the adaptability function should 
tend to the maximum. 
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Further, the selection takes place according to the chosen method. To obtain offspring, 
it's required to select points where a chromosome splitting can correctly occur, then each 
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offspring receives the left part of the chromosome from one parent and the right one from 
the other. To avoid a local minimum, a mutation operation is applied. It is performed for 
descendants with a probability of 0.01-0.05 by randomly changing one of the chromosome 
genes. The specific probability value is a tuning parameter, as well as the number of 
population individuals and the selection method. Then a new population is created, where 
individuals from the parents' generation with the highest fitness function values and 
descendants are transferred. The condition of procedure termination is the formation of a 
given number of generations, reaching the assigned limit of the fitness function value, or 
exceeding the predetermined maximum calculation time. Then the individual with the best 
fitness function value is selected from the last population. In the problem under 
consideration, several individuals with high values of the fitness function and different 
estimates of the computational complexity of the obtained models may be of interest. The 
authors didn't pursue the goal to obtain universally applicable models hence two pressure 
ranges: P1 3.5-5.6 MPa и P2 5.5-7.5 MPa, the temperature between 273 and 333 K, the gas 
compositions as a mixture of methane (from 90% to 97%), hydrocarbons from C2 to C6 plus 
nitrogen, carbon dioxide, and helium were taken to generate initial data. Since many 
components are contained in natural gas in small amounts, the study planned to analyze the 
possibility of reducing the number of input variables without compromising the model 
quality, therefore the molar mass of the gas was added to the input parameters. For different 
gas compositions, pressure values were set with a step of 0.02MPa, temperature with a step 
of 2K, and the values of the compressibility factor were calculated with the method [3] (its 
analog can be found in [2]). Thus, initial data for model training and testing were generated 
with the number of entries 15900 for the range P1 and 13300 for the range P2. All input 
variables were normalized in the range [0, 1]. All further models are given for normalized 
input parameters. The GPTIPS open-source software [17] was used to generate the models. 

3 Results and discussion 
Consider the results of one of the runs of the genetic algorithm (for the pressure range P1), 
shown in Fig. 1. Each model is represented as a point with the following coordinates: the 
value (1-R2) for the training set is on the vertical axis, the computational complexity of the 
model is on the horizontal axis. The blue dots show the models of the last population that 
are not Pareto-optimal. Pareto-front models with the highest R2 value (with the lowest 1- R2 
value respectively) for a fixed computational complexity are highlighted in green, and 
exactly these models will be of most interest to the user. Models with high computational 
complexity may be overtrained, so the analysis should include the Pareto models on the 
lower left part of the graph (high R2 and low computational complexity). The table on the 
right shows the models marked with red dots in Fig. 1. 

 
Fig. 1. Pareto front of models in terms of model performance (1 – R2) and model complexity. 
The first column of the table (Fig. 1, right) shows the values of the coefficient of 
determination R2, the second column presents an estimate of the computational complexity 
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of the model based on the number of nodes and tree depth, and the third column provides 
the obtained analytical relationships, where T, P, Mm, Methane, N, CO2 are temperature, 
pressure, molar mass, methane, nitrogen, carbon dioxide, respectively (all the variables are 
normalized, dimensionless). The simpler formulas show more clearly the influence of the 
input variables, but their coefficient of determination is lower. We can see that the 
coefficients with the main influencing variables are quite stable. 

The REC (Regression Error Characteristics) [18] are plotted for the test sample (Fig. 2 
left), the abscissa axis is the absolute value of deviation of the predicted value Z from the 
actual one, the ordinate axis is the proportion of data for which the prediction error does not 
exceed x. Therefore, REC can be interpreted as an empirical distribution function of the 
error for the constructed model. From the REC plots in Fig. 2, we can conclude that only 
the last and simplest model from the table (С6) is significantly inferior in accuracy to the 
others. According to Fig. 2, at least 98% of models С92 and С36 predictions and all model 
С118 predictions have an error not exceeding 0.002. A common way to show the quality of 
the resulting model is to plot the "predicted vs actual" graph (Fig. 2, right). 

 
Fig. 2. Model validation (a - REC curves, b - predicted z vs actual z).  

It is worth noting that the error of calculation methods recommended in [1] and [3] for 
the selected pressure and temperature ranges is estimated within 0.2%, so the three 
formulas under consideration (models С36, С92 С118) are suitable as approximations for 
calculating the compressibility factor. One of the indicators of model quality is the absence 
of a correlation between predicted values and values of input variables. So, it is necessary 
to plot graphs of calculated values deviations from actual ones (often called "residuals") for 
the test sample. Figure 3 shows plots of residuals depending on pressure and temperature 
values for model С36 for the test sample. We can see that the scatter is random. 
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Fig. . Model validation (a - REC curves, b- predicted z vs actual z).  
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4 Conclusion 
The presented approximations for calculating the compressibility factor have R2=0.999, 
MAE=0.001, MAPE=0.1%. The error of the calculation methods, by which the input data 
for model building were obtained, is within 0.2%. The results indicate that the goal of the 
work has been achieved, and approximations have been obtained that can successfully 
replace computationally demanding iterative procedures without loss of accuracy. The 
accuracy of the presented relationships is comparable with models built with Random 
Forest algorithm and neural networks. The resulting models are easy to integrate into 
existing software and in higher-level models. The symbolic regression method can be 
applied both as alternative to computationally complex procedures and when working with 
real data. The introduced procedure is an example of the so-called surrogate modeling. This 
is a computer modeling technique where machine learning methods are used to build a fast 
(surrogate) model that allows you to get a result with acceptable accuracy on data from a 
complex (physically proven, built on a solution of systems of nonlinear algebraic equations 
or partial differential equations) and resource-intensive model of an object or process. 
Subsequently, this model trained on a large amount of calculated data can be applied to 
replace the original model when analyzing the development of risk situations and searching 
for optimal gas transportation modes, in software designed for staff training on computer 
simulators. 
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