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Abstract. Observations of some phenomenon, the nature of which 
changes over time, generates an ordered sequence, which is called a time 

series. The statistical regularity of the series of dynamics 𝒚̅𝒕 - the average 
potato yield in the Tashkent region of the Republic of Uzbekistan (based 
on the materials of the CSO of the Republic of Uzbekistan for 2000-2018 
year) was studied by the method of statistical analysis of time series. Point 
and interval estimates for the average potato yield were built with a 95% 
guarantee, explicit types of trends were identified and the yield in the 
Tashkent region was predicted for subsequent years. Using the Darbin-
Watson statistical criteria, it was found that the average potato yield in the 
region has autocorrelation dependence. 

1 Introduction 

In each area there are phenomena that need to be studied in their development and change 
over time. For example, to try to predict the future based on knowledge of the past, to 

manage the process, to describe the characteristic features of a series based on a limited 

amount of information. When processing time series, the methods rely largely on the 

methods developed by mathematical statistics for distribution series. To date, statistics has 

a variety of methods for analyzing time series. 

In general, the study of the yield of agricultural processes as a discrete dynamic series and 

the prediction of their yield based on experimental data play an important role in 

determining the economic efficiency of farms. 

In general, the time series {𝑦𝑡, 𝑡 ∈ 𝑇}  consists of four components: trend; fluctuations 

relative to trend; seasonality effect; random component. The works of Anderson[1], 
Kendal [2], Lewis [3], Brillinger [4], Chetyrkin [5] and others are devoted to the study and 

analysis of dynamic series. 

2 Results and Discussion 

The geometric image of the observed data (Table1) on a rectangular coordinate system 

gives grounds, in the first approximation, to assume the hypothesis that the trend part of the 

process under study has a linear dependence у(𝑡) = 𝑎1𝑡 + 𝑎0 (see Fig.1). 
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Where the parameters are determined by the least squares method, i.e. based on the 

observed experimental data, solving the following (1) system of normal equations: 

 

{
𝑎0𝑇 + 𝑎1 ∑ 𝑡 = ∑ 𝑦𝑡

𝑎0 ∑ 𝑡 + 𝑎1 ∑ 𝑡2 = ∑ 𝑦1𝑡
    (1) 

 

 
 

 

Fig. 1. Polygon distribution 

 
Using the calculation according to Table1, we have 

 

∑ 𝑌𝑡 = 3900.1 ,    𝑎0 =
1

Т
∑ 𝑌𝑡 =

3900.1

19
= 205.67,   𝑎1 =

2943.8

570
= 5.17. 

 

From here, we find the equation of the linear trend (trend) harvest- potato news: 

 
𝑦(𝑡) = 5.17𝑡 + 205.67    (2) 
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Using statistical criteria ([1-5]), it was found that in equation (2) 𝑦(𝑡) = 𝑎1𝑡 + 𝑎0 the 

main hypothesis 𝐻0: 𝑎1 = 0 is rejected and the alternative hypothesis 𝐻1: 𝑎1 ≠ 0 is 

accepted significance level α=0.05. 

From these equations (2) substituting the value 𝑡 = 3 we find the expected forecast 

potato yield in the region in 2021 will be on average  𝑌(3) = 221.18 𝑐 ℎ𝑎⁄ . 
For further research, it is necessary to calculate the following finite differences. Denote  

 

∆𝑌𝑡 = 𝑌𝑡+1 − 𝑌𝑡  ,   ∆2𝑌𝑡 = ∆𝑌𝑡+1 − ∆𝑌𝑡′ ,   ∆3𝑌𝑡 = ∆2𝑌𝑡+1 − ∆2𝑌𝑡 

Table 1. To calculate data for determining the trend of a time series 

t Year 𝑌𝑡 c/ha 𝑡 𝑡2 𝑌𝑡 ∙ 𝑡 𝑌𝑡 ∙ 𝑡2 

1 2000 147.3 -9 81 -1325.7 21697.29 

2 2001 160.6 -8 64 -1284.8 25792.36 

3 2002 165.8 -7 49 -1160.6 27489.64 

4 2003 168.8 -6 36 -1012.8 28493.44 

5 2004 174.9 -5 25 -874.5 30590.01 

6 2005 183.5 -4 16 -734 33672.25 

7 2006 191.5 -3 9 -574.5 36672.25 

8 2007 197.9 -2 4 -395.8 39164.41 

9 2008 208.8 -1 1 -208.8 43597.44 

10 2009 214.5 0 0 0 46010.25 

11 2010 219.5 1 1 219.5 48180.25 

12 2011 227.4 2 4 454.8 51710.76 

13 2012 230.8 3 9 692.4 53268.64 

14 2013 232.4 4 16 929.6 54009.76 

15 2014 236.6 5 25 1183 55979.56 

16 2015 239.6 6 36 1437.6 57408.16 

17 2016 233.3 7 49 1633.1 54428.89 

18 2017 236.8 8 64 1894.4 56074.24 

19 2018 230.1 9 81 2070.9 52946.01 

The amount  3900.1 0 570 2943.8 817185.6 

Table 2. To the calculation of data to determine the final differences 

Year sobserved. 𝑌_(𝑡) c/ha 𝑌𝑡
2 ∆𝑌𝑡 ∆𝑌𝑡

2 ∆2𝑌𝑡 ∆2𝑌𝑡
2 

2000 147.3 21697.3 
    

2001 160.6 25792.4 13.3 176.89 
  

2002 165.8 27489.6 5.2 27.04 -8.1 65.61 

2003 168.8 28493.4 3 9 -2.2 4.84 

2004 174.9 30590 6.1 37.21 3.1 9.61 

2005 183.5 33672.3 8.6 73.96 2.5 6.25 

2006 191.5 36672.3 8 64 -0.6 0.36 

2007 197.9 39164.4 6.4 40.96 -1.6 2.56 

2008 208.8 43597.4 10.9 118.81 4.5 20.25 

2009 214.5 46010.3 5.7 32.49 -5.2 27.04 

2010 219.5 48180.3 5 25 -0.7 0.49 

2011 227.4 51710.8 7.9 62,41 2.9 8.41 

2012 230.8 53268.6 3.4 11.56 -4.5 20.25 

2013 232.4 54009.8 1.6 2.56 -1.8 3.24 

2014 236.6 55979.6 4.2 17.64 2.6 6.76 

2015 239.6 57408.2 3 9 -1.2 1.44 

2016 233.3 54428.9 -6.3 39.69 -9.3 86.49 

2017 236.8 56074.2 3.5 12,25 9.8 96.04 

2018 230.1 52946 -6.7 44.89 -10.2 104.04 

The amount 3900.1 817185.8 82.8 805.36 -20 463.68 
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According to Table2, we calculate 

 

𝜈𝑘 =
∑ (∆𝑘𝑌𝑡)2𝑇

𝑡=𝑘

(𝑇 − 𝑡)𝐶2𝑘
𝑘  

 

the coefficients of variation of the order differences and establish that their value𝑉1 ≈ 𝑉2 ≈
𝑉3. Therefore, first-order finite differces eliminate the linear trend. 

Let 's check the presence of autocorrelation in a number of potato yield dynamics using 

the Darbin - Watson criterion: 
 

𝑑 =
∑ (𝑌𝑡+1−𝑌𝑡)2𝑇−1

𝑡=1

∑ 𝑌𝑡
2𝑇−1

𝑡=1

 (3) 

 

Calculating 𝑑𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 = 0.001 by the formula (3), we compare them with𝑑𝑘𝑟𝑖𝑡 =
1.08value. Since𝑑𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 = 0 < 𝑑𝑘𝑟𝑖𝑡 = 1.08, therefore, potato yields have an 

autocorrelation dependence, where 𝑌𝑡 = r𝑌𝑡−1 + et, 𝜌 = Cov(Yt, Yt + 1)  =  M[(𝑌𝑡 −
𝑦𝑡̅)( 𝑌𝑡+1 − 𝑦𝑡̅)]. To calculate the autocorrelation coefficient, we use the formula (4) ([1]-

[5]): 

where:  

 

𝑅𝐿 =
∑ 𝑌𝑡𝑌𝑡+𝐿−

∑ 𝑌𝑡 ∑ 𝑌𝑡
𝑁
𝑡=𝐿+1

𝑁−𝐿
𝑡=1

𝑁−𝐿
𝑁−𝐿
𝑡=1

√[∑ 𝑌𝑡
2−

(∑ 𝑌𝑡
𝑁−𝐿
𝑡=1 )

2

𝑁−𝐿
𝑁−𝐿
𝑡=1 ][∑ 𝑌𝑡

2−
(∑ 𝑌𝑡

𝑁
𝑡=𝐿+1 )

2

𝑁−𝐿
𝑁
𝑡=𝐿+1 ]

 (4) 

 

According to Table-3, using formula (4), we determine the value of the autocorrelation 

coefficients 𝑅𝑙:   𝑅1, 𝑅2 , 𝑅3, 𝑅4,𝑅5, the difference between their values from zero, gives 

reason that there is a significant autocorrelation dependence between potato yields. 
Consequently, the yield of potatoes in the Tashkent region this year depends on the yield of 

previous years. 

Table 3. To calculate data for determining autocorrelation indicators 

Year observation 𝑌𝑡 𝑌𝑡 ∙ 𝑌𝑡+1 𝑌𝑡 ∙ 𝑌𝑡+2 𝑌𝑡 ∙ 𝑌𝑡+3 𝑌𝑡 ∙ 𝑌𝑡+4 𝑌𝑡 ∙ 𝑌𝑡+5 

2000 147.3      

2001 160.6 23656.4     

2002 165.8 26627.5 24422.3    

2003 168.8 27987 27109.3 24864.2   

2004 174.9 29523.1 28998.4 28088.9 25762.8  

2005 183.5 32094.2 30974.8 30424.3 29470.1 27029.6 

2006 191.5 35140.3 33493.4 32325.2 31750.7 30754.9 

2007 197.9 37897.9 36314.7 34612.7 33405.5 32811.8 

2008 208.8 41321.5 39985.2 38314.8 36519.1 35245.4 

2009 214.5 44787.6 42449.6 41076.8 39360.8 37516.1 

2010 219.5 47082.8 45831.6 43439.1 42034.3 40278.3 

2011 227.4 49914.3 48777.3 47481.1 45002.5 43547.1 

2012 230.8 52483.9 50660.6 49506.6 48191 45675.3 

2013 232.4 53637.9 52847.8 51011.8 49849.8 48525.1 

2014 236.6 54985.8 54607.3 53802.8 51933.7 50750.7 

2015 239.6 56689.4 55683 55299.7 54485 52592.2 

2016 233.3 55898.7 55198.8 54218.9 53845.6 53052.4 

2017 236.8 55245.4 56737.3 56026.9 55032.3 54653.4 

2018 230.1 54487.7 53682.3 55132 54441.7 53475.2 

 
3900.1 779461 737774 695626 651085 605908 
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Based on sample data, using the x7.2019 software package and Excel computers, numerical 

characteristics 𝑦𝑡-for the average potato yield of the region are calculated (Table 4): 

Table 4. Numerical characteristics 𝑦𝑡-for the average potato yield of the region 

Selective characteristics Estimates sample characteristics 

Average potato yield 𝑦𝑇𝑐𝑒𝑛/ℎ 205.67 

Variance 923.24 

The mean square deviation 𝜎𝑇  30.38 

Coefficientofvariation v (%) 14.77% 

Asymmetry𝐴  -0.54 

Excess𝐸𝐾𝜍
 1,19 

Error average value𝑦Т ,𝑚у 𝑚𝑦 =
𝜎𝑦

√𝑛
= 6.97 

Limit error 𝑚у
′  𝑚𝑦

′ = 𝑡𝑚𝑦 = 2.11 ∙ 6.97 = 14.71 

Error mean square deviation𝜎𝑇  𝑚𝜎 =
𝜎

√2𝑛
=

30.38

6.16
= 4.93 

Interval estimates (95% ) 𝑦Т ± 𝑡𝑚у 𝑦𝑇 ± 𝑡𝑚𝑦 = 205.67 ± 14.71, (190.96; 220.38)c/ha 

Statistical hypothesis testing 

Н0  : 𝑃(𝑦Т < 𝑥) = Фа,𝜎(х) 
95% guarantees hypothesisН0 accepted 

 

3   Conclusions 

Based on the above statistical analyses of the dynamics average potato yield in the 

Tashkent region of the Republic of Uzbekistan with a reliability of γ= 0.95, the following 

conclusions can be drawn: 

1) Point and interval statistical estimates for their sample characteristics are constructed; 

2) The explicit type of trend is determined and its linearity is established; 

3) The Darbin-Watson criterion established that autocorrelations in the considered series 

of dynamics have linear trends; 

4) Using statistical criteria, it was found that average potato crop of the region forms a 

non-stationary time series. 
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