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Abstract. Hydrogen, being the most abundant element in the universe, holds great promise as an energy
carrier for decarbonizing various economic sectors. In particular, green hydrogen production through water
electrolysis is essential for achieving this goal, with polymer electrolyte membrane (PEM) water
electrolyzers playing a crucial role. PEM water electrolyzers are known for their rapid response, enabling
them to effectively adapt to fluctuations in renewable energy sources. Nevertheless, rapid load changes can
result in the rapid build-up of heat within the electrolytic cell, leading to a sharp increase in temperature and
potentially harming the cell. To address this challenge, we developed an electrolysis water system model
using MATLAB and validated its accuracy through experiments. This model allowed us to explore the
factors influencing stack temperature and propose a fast and secure dynamic process control strategy. By
laying the groundwork for subsequent control studies on PEMEC (Proton Exchange Membrane Electrolysis
Cell) stacks and systems, this research facilitates further progress in their control and regulation.

1. Introduction
In the 21st century, humanity faces one of its most
significant challenges: mitigating greenhouse gas
emissions to curb climate change while meeting the
rising energy demands to support economic growth.
Renewable energy technology emerges as a crucial
solution to address global environmental pollution issues
and tackle the energy shortag[1]. Energy sources such as
tidal energy, solar energy, and wind energy are location-
dependent, intermittent, and hence, less reliable[2]. Hence,
efficient energy storage plays a vital role in enabling
widespread and dependable utilization of renewable
energy technology. Hydrogen serves as an
environmentally friendly fuel option[3]. Utilizing surplus
renewable power to operate water electrolyzers for water-
splitting represents a promising approach for storing
excess renewable energy[4].

In recent years, much of the research has been
centered around proton exchange membrane (PEM)
electrolysis technology due to its numerous advantages
over alkaline electrolyzer cells. These advantages include
higher current density, enhanced hydrogen purity, non-
hazardous liquid electrolyte, and most notably, a rapid
transient response, making it highly suitable for
applications in renewable energy systems.[5].

There are numerous experimental studies
investigating the PEM electrolyzers in different aspects[6].
Indeed, models play a vital role in electrolyzer
development as they provide valuable insights into the

impact of various parameters on electrolyzer
performance, enabling efficient simulation, design, and
optimization of electrolyzer systems. Moreover,
experimental data collection can be challenging,
especially in complex systems or specific conditions. To
tackle the dynamic challenges of connecting an
intermittent electrical source to an electrolysis system,
modeling emerges as a critical and powerful tool for
understanding phenomena, conducting control analysis,
sizing components, managing energy, and optimizing
system performance.[7].

Concerning the state-of-the-art PEM electrolyzer
modeling, while there are well-established simulations
available in the literature, there remains a limited number
of dynamic modeling studies specifically related to PEM
electrolysis. Á. Hernández-Gómez[8] constructed an
equivalent circuit model for the electrolytic cell and
studied its dynamic response process. They accurately
simulated the voltage dynamic behavior of the
electrolytic cell. Math model also was developed by
many works[9]. Models have been perfect simulated the
effects of pressure, temperature and current density in
stack[10]. Transient operations pose higher demands on
system control, and models serve as effective tools for
studying dynamic system operations. Therefore, dynamic
PEM water electrolysis has sparked considerable interest
among researchers. Haluk Görgün explored a model to
predict the stack voltage, gas tank pressure and stack
efficiency under dynamic operation[7b]. Furthermore, the
literature also presents more complex models that
consider mass transfer and multi-physics field
coupling[11].
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Although many researchers have made extensive
efforts in modeling PEM water electrolysis, there has
been limited research on the extreme conditions
experienced by the electrolytic cell under fluctuating
inputs. Investigating extreme conditions is crucial for
ensuring the safe operation of the electrolytic cell. To
assess the performance of a PEM electrolyzer system,
gain insights into the dynamic response characteristics of
the system and its individual components, and design
superior systems for the future, we developed a dynamic
model of a PEM electrolyzer system using MATLAB.
This model was utilized to study the system's response
patterns under extreme fluctuating conditions.
Additionally, the paper proposes corresponding control
strategies to effectively address these challenging
scenarios.

2. Model description

2.1. Voltage

The electrolyzer voltage (V) using the following
expression:

 = ( +  +  + ℎ) (1)

where Nc is the number of electrolyzer cells, ECell is
the open circuit voltage VACt are the anode activation
overpotentials and cathode was neglect, VOhm is the
electrolyzer cell resistance (ohmic losses). Similar
expressions are used by almost all the authors[12].

The open circuit voltage is typically determined using
the Nernst equation, which is a widely used equation
found in numerous works reported in the literature, or
variations of it are utilized for the same purpose.
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where P is the partial pressure of reactants/products, T
is the temperature, F is the Faraday constant and Erev

0 is
the reversible cell potential at standard temperature and
pressure. It is calculated by

0 = 1.229 − 0.9 × 10−3( − 298) (3)

Activation losses occur, as mentioned, due to the need
to allocate some potential for activating the
electrochemical reactions occurring at the anode and
cathode sides. One of the more commonly used
expressions for calculating activation overpotential is
based on the Butler-Volmer equation.
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where i0,a and i0,c are the exchange current density at
anode and cathode, respectively and αa and αc are the
charge transfer coefficients at anode and cathode,
respectively. i0 increase with temperature, Therefore, to
relate it with the temperature, an expression is presented
by applying an Arrhenius expression, as follows:

0 = 0,[ −


( 1
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where Eactis the activation energy of the electrode and
i0,ref is the exchange current density measured at a
reference temperature Tref.

M. Lebbal used an expression based on ilim , The
maximum current density that the electrolyzer can handle
determines the maximum production rate allowed by the
electrolyzer. [13]:

 =−



ln (1 −


) (6)

The ohmic overpotential is associated with the
material's resistance to the flow of protons. The standard
Ohm's law is applied in the analysis of the work.

ℎ =  = 

 (7)

where δ is the material thickness and σ the material
conductivity. The membrane conductivity, considering
Nafion, can be expressed as

 = 0.005139
˙
− 0.00326 exp 1268 1

303
− 1


(8)

where T is the electrolyzer temperature and λ is the
membrane water content[14].

2.2. Lumped parameters thermal models

Temperature positively influences the reversible potential
value. Additionally, since activation, ionic diffusion,
electronic diffusion, and matter transfer are thermally
activated processes, temperature also has a beneficial
impact on the overall cell voltage. In this study, the stack
is treated as a single thermal capacitance (lumped
thermal capacitance), and its temperature is assumed to
be uniform.

Considering the various input-output enthalpy flows
on the electrolysis stack and assuming no water
evaporation, the stack's enthalpy balance can be
expressed as follows: [Please provide the specific
equation for the enthalpy balance if available, as it was
cut off in the given text[14]:

Cth
dT
dt
= ∑hi

inNi
in −∑hi

pii
put + Qnet (9)

where hi is the specific enthalpy of species i, and Ni is
the molar flow rate of the corresponding species in or out
of the electrolyzer. The lumped thermal capacitance or
overall thermal capacity, Cth , is the sum of the
component thermal capacities

Cth = ∑ρjVjCp,j (10)

in which ρj , Vj , and Cp,j are the values for density,
volume, and heat capacity of each component,
respectively. The net heat generation, Qnet , is composed
of varied heat sources and sinks in the system.

Qnet = Qgen − Qloss − Qcost − Qmisc (11)

the terms described in the net heat generation of the
system include Qgen , Qloss , Qcost , Qmisc which describe
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of the electrolyzer. The lumped thermal capacitance or
overall thermal capacity, Cth , is the sum of the
component thermal capacities
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in which ρj , Vj , and Cp,j are the values for density,
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respectively. The net heat generation, Qnet , is composed
of varied heat sources and sinks in the system.
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the terms described in the net heat generation of the
system include Qgen , Qloss , Qcost , Qmisc which describe

heat generation, loss, cooling, and other miscellaneous
phenomena, respectively.

3. Results and discussion
We initially conducted experiments using a 10 kW

system to validate the reliability of the model. The
verification was done by comparing the I-V (current-
voltage) curves obtained from the experiments with the
model predictions(Figure 1). This method is commonly
used to assess the reliability of PEM water electrolysis
models. In the 10 kW system, experiments were carried
out at 50°C, and from the comparison shown in the graph,
it can be concluded that the model exhibits good
accuracy and provides reliable predictions.

Figure 1.Model validation by 10kw test bench

Figure 2 illustrates the impact of current step changes
on the electrolytic cell temperature and the electrolytic
cell outlet temperature. From the graph, it can be
observed that when the current density jumps from
0A/cm2 to 1 A/cm2, the electrolytic cell temperature
rapidly increases within 5 seconds, rising from around
323K to 329K, and finally stabilizes. In contrast, the
electrolytic cell outlet water temperature shows only a
slight increase of approximately 1K. This is because
when the current increases, the heat generation in the cell
stack also increases. Unlike fuel cells that have dedicated
cooling fluids, water serves as both a reactant and a
coolant for the electrolytic cell. Due to slow heat transfer
and the presence of thermal resistance, the heat generated
in the electrolytic cell cannot be fully dissipated, leading
to its accumulation inside the cell, especially on the
Membrane Electrode Assembly (MEA). This heat
accumulation causes the rapid rise in the electrolytic cell
temperature. Therefore, when the current input suddenly
increases, the outlet water temperature of the electrolytic
cell rises slowly and with a smaller magnitude, while the
electrolytic cell temperature rapidly increases.

Figure 2. The curve of the stack and the outlet water
temperature of the stack varying with the current step change.

Figure 3 illustrates the influence of current step
changes on the voltage. The graph shows a voltage
difference of 10-20mV between the periods before and
after the 1 A/cm2 step change. It can be observed that
when the current undergoes a step change, the voltage
instantaneously increases, followed by a slow decrease
within a few seconds until it reaches a stable level. This
phenomenon occurs because the electrolysis voltage
responds instantaneously to the abrupt change in input
current. Subsequently, within a few seconds, the
electrolytic cell temperature rapidly increases, which
leads to a reduction in voltage. Eventually, when the
temperature stabilizes, the voltage also stabilizes, and
further changes are no longer observed.

Figure 3. The impact of current step changes on the electrolytic
cell voltage.

The electrolytic cell temperature significantly affects
the performance and lifespan of the cell. Therefore,
studying the temperature variation during fluctuations is
of crucial importance. Figure 4 illustrates the trend of
electrolytic cell temperature under different current step
changes. It can be observed that while the step change in
current density exceeds 3.5A/cm2, the electrolytic cell
temperature will rapidly increases and exceed 373K,
which greatly exceeds the allowable usage temperature of
the Nafion membrane. While temperature spikes are also
influenced by factors such as water inflow rate and the
material of the electrolytic cell, this indicates that the
adaptability of the electrolytic cell to fluctuations has its
limits.

Figure 4. The effect of different step changes in current
density(A/cm2) on the electrolytic cell temperature.

Figure 5 illustrates the impact of different water
inflow rates (5 kg/s, 7 kg/s, 9 kg/s) on the electrolytic cell
temperature during current step changes. It can be
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observed that increasing the water inflow rate helps to
lower the electrolytic cell temperature. However, when
the water inflow rate becomes excessively high, the
cooling effect of further increasing the water inflow rate
becomes very limited. For instance, when the water
inflow rate nearly doubles (from 5 kg/s to 9 kg/s), the
change in the electrolytic cell temperature is only 2K.

Figure 5. The effect of water inflow rate on the stack
temperature(The current jumps from 0A/cm2 to 1A/cm2.).

Figure 6 illustrates the impact of different water
inflow temperatures (293.15K, 303.15K, 313.15K,
323.15K) on the electrolytic cell temperature during
current step changes. It can be observed that lowering the
water inflow temperature effectively reduces the
electrolytic cell temperature. Compared to adjusting the
water flow rate into the electrolytic cell, reducing the
water inflow temperature is more effective in mitigating
the risk of excessive temperature rise in the electrolytic
cell, especially when dealing with larger current
fluctuations.

Figure 6. The effect of water inflow temperture on the stack
temperature(The current jumps from 0A/cm2 to 1A/cm2.).

4. Conclusions
This study developed a system-level simulation model to
assess the impact of current input fluctuations on the
temperature of PEM water electrolytic cells. The results

indicate that fluctuating input currents have a significant
effect on the electrolytic cell temperature, especially
when the current suddenly increases, leading to a rapid
temperature rise in the electrolytic cell. Excessive current
fluctuations can cause the electrolytic cell temperature to
exceed the allowable temperature of the Nafion
membrane, resulting in cell failure and potential safety
issues.

To mitigate the rapid temperature rise caused by
current step changes, increasing the water inflow can be
effective, but it might be costly and less effective for
small current step changes. However, for larger current
step changes, the effect becomes more pronounced.
Therefore, to prevent the electrolytic cell temperature
from soaring and damaging the cell due to fluctuating
inputs, two approaches can be considered. On one hand,
setting an upper limit for the electrolytic cell input can be
implemented, and on the other hand, increasing the water
inflow appropriately during periods of significant current
fluctuations may be necessary.
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