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Abstract. The paper discusses methods of developing human-machine 
interfaces for air-craft cabins using voice control. The use of voice control 
is relevant for promising multimodal aviation interfaces. The features of 
methods for recognizing voice commands are considered, as well as 
system design of human-machine interfaces based on methods for 
analysing crew tasks.  

1 Introduction  
Modality in human-machine interaction is usually understood as a channel of control 

and human perception of information: visual, audio, tactile and other channels. Thus, 
multimodal is any interaction in which more than one modality is used simultaneously. 

The first multimodal system is considered to be the "Put That There" system created in 
the USA in the 1980s [1]. Since this first demonstration of a multimodal system, which 
processed speech in parallel with touchpad indications, many other multimodal systems 
have been developed. 

In [2, 3], multimodal control refers to a single control task using several different 
channels. For example, selecting an object on a map: a gesture is used to select an area on 
the map and a confirmation command is given by voice [1]. 

In a broader problem statement, multimodal interaction refers to human-machine 
interaction realized through several different channels. For example, controlling an aircraft 
using a human-machine interface with speech control, touchscreen display, 3D audio and 
gaze control technologies, face image processing for estimation pilot’s emotional states [4]. 
The main advantages of such interfaces are the possibility of simultaneous use of different 
human resources in the case of parallel tasks (e.g., voice control of avionics and 
simultaneous manual piloting), which presumably reduces the total load on pilots and leads 
to a reduction in the number of crew errors and fatigue [5].  

2 Multimodal interface development process  

 
* Corresponding author: marmotto@rambler.ru  

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons 
Attribution License 4.0 (https://creativecommons.org/licenses/by/4.0/).

E3S Web of Conferences 446, 05006 (2023) https://doi.org/10.1051/e3sconf/202344605006
HSTD 2023



At the initial stages of human-machine interface development it is necessary to analysed 
already existing interfaces, the expected operating conditions of the technical system, as 
well as the possibilities and technological limitations of the interfaces implementation [6, 
7].  

Then functional requirements to the system are analysed and a list of its functions is 
formed. On the basis of the analysis, the operator's work scenarios are developed together 
with the experts. Then the interface is designed [6, 7].  

2.1 Analyses of existing aviation interfaces that use voice control 

Speech command systems for voice control are already being implemented in onboard 
information systems of aircraft. Intensive development of a speech interface is being carried 
out by Eurofighter GmbH in the European Union for the Eurofighter Typhoon aircraft, 
Lockheed Martin Corporation in the USA for the F-16 and F-35 fighters, as well as other 
companies. 

Since 2005, the Eurofighter Typhoon has been operating a speaker-dependent Direct 
Voice Input (DVI) system [8] based on reference comparisons. The system has a 
vocabulary of over 100 commands - those not directly related to the flight process or 
weapons use. Direct Voice Input is used to control auxiliary onboard equipment: radar 
operation modes, instrument panel and graphic screens, navigation aids, setting frequencies 
for radio equipment tuning, radar identification system, and so on [9]. 

Also within the program of Advanced Fighter Technology Integration, a Voice-
Controlled Interactive Device system created by Lear Siegler [9] was developed for F-16A 
and F-35 fighters. This system has a vocabulary of up to 256 words, allows recognition of 
commands in the form of phrases and shows a recognition probability of more than 90%. 
The main obstacle to improve the recognition quality is the noise level in the cockpit, which 
can reach 120 dB during manoeuvres. In addition, a few pilots retain the ability to speak at 
overloads greater than 5 g. 

Similar voice control systems are used on the French Dassault Rafale fighters [11] and 
the French-British Aerospatiale Gazelle helicopter [12]. 

2.2 Specifics of the expected operating conditions 

The peculiarity of using voice control in the cockpit interface is that it is necessary to 
ensure a high probability of correct recognition. This is achieved by rational choice of the 
recognition method, reduction of the dictionary size, and application of noise protection 
methods. To reduce the size of the dictionary it is advisable to apply a hierarchical 
clustering of the command system in such a way that at each level only a small number of 
commands are used for each task. This is achieved by applying the method of hierarchical 
analysis of crew tasks for systems control. 

It is also expedient to use fixed sets of words and phrases rather than free speech 
recognition. Firstly, this makes recognition much easier. Secondly, fixed commands are 
well suited to the systems control task, since semantic interpretation of freely constructed 
phrases is a separate problem. 

There are also requirements for autonomy, i.e., lack of communication with external 
networks, servers and cloud computing facilities, and consideration of limitations on the 
performance of onboard processors. 

2.3 Speech command recognition methods: opportunities and limitations 
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Currently, three main groups of speech recognition methods [13] are known that can be 
used for voice control in aviation interfaces. 

Historically, the first group is methods based on comparison with a pattern. For each 
word in the dictionary, a reference is compiled, such as a parametric word portrait obtained 
through frequency-time quantization [13], shown in Figure 1. The task of recognition is to 
select the word whose reference is closest in the sense of some metric to the input signal. 
The advantage of this method - simplicity, small amounts of training samples, good noise 
immunity when using special methods. The disadvantage is relatively small dictionary size. 
According to [13], for methods of this group, the probability of correct recognition of 
individual words was 95...96% in the speaker-independent variant in conditions both 
without noise and with noise of a significant level, comparable to the level of the useful 
signal after the application of additional algorithmic techniques. This result was achieved 
by using a second microphone remote from the pilot and registering noise in the cockpit. 
Unfortunately, such impressive noise-resistant characteristics were obtained only for 
isolated words and for a very small vocabulary of  4...5 words [13]. 
 

 
Fig. 1. Parametric portrait of the word "pilotage". 

The second group is hidden Markov models. In them, the input speech is considered as 
a sequence of phonemes with certain transition probabilities. Recognition is performed by 
searching for the most probable sequence of phonemes for a given input signal. This 
approach shows good results for medium vocabulary sizes. It recognizes well not only 
single words but also phrases. It requires an average volume of training samples. The 
disadvantage is high sensitivity to acoustic noise. For the systems of this group considered 
in [12], the probability of correct recognition of commands-phrases of 3-4 words was 
90...92% in the speaker-independent variant in noise-free conditions. In the presence of 
noise, the number of errors increased rapidly depending on the signal-to-noise level. 

The third group of methods is based on artificial neural networks, first of all on 
convolutional deep learning neural networks. The essence of the methods consists in 
finding a solving function that determines from the input signal its belonging to a certain 
class. They provide a high probability of recognising both individual words and phrases. It 
is possible to achieve a high level of noise immunity when using a training sample 
containing noise of a given type. The disadvantage is that neural networks require very 
large training samples. An example of convolutional neural network architecture [13] is 
shown in Fig. 2. 
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Fig. 2. Architecture of convolutional neural network for speech command recognition. 

The input array is a two-dimensional parametric portrait, like presented in Fig.1. Here, 
unlike perceptrons, there is no need to convert a two-dimensional parametric portrait into a 
one-dimensional array. Next comes the convolutional layer with 32 convolutional filters of 
size 3 × 3. Then follows a subsample layer with a kernel size of 2, that is, each section of 
each feature map of size 2 × 2 is converted to one element in a new feature map. After that, 
there is a convolutional layer with 64 filters, each of which is applied to all feature cards 
and at the output of this layer 64 feature cards are obtained. Next is another subsample layer 
with a kernel size of 2, followed by three fully connected layers with 128, 256 and 20 
elements, respectively, where 20 is the number of recognizable words. Thus, the total 
number of parameters of this neural network is (3 × 3 × 1 + 1) × 32 + (3 × 3 × 32 +
1) × 64 + (64 × 3 × 5 + 1) × 128 + (128 + 1) × 256 + (256 + 1) × 20 = 179988.  

In convolutional layers, as well as in multi-layer perceptron, the ReLU activation 
function is used. The first two fully connected layers use the hyperbolic tangent as an 
activation function, which is given by the equation 𝑓𝑓(𝑥𝑥) = tanh(𝑥𝑥) = 𝑒𝑒𝑥𝑥−𝑒𝑒−𝑥𝑥

𝑒𝑒𝑥𝑥+𝑒𝑒−𝑥𝑥.  Also, after 
both hidden, fully connected layers, regularization is applied to prevent overfitting of the 
network. For the last fully connected layer, the softmax function is used to normalize the 
obtained output probabilities. To train this type of neural network, cross entropy is used as a 
loss function. The learning process uses the Adam optimization for stochastic gradient 
descent. 

The number and sizes of filters shown above, as well as the dimensions of the final fully 
connected layers are taken from empirical recommendations for image recognition problem 
solved by convolutional neural networks. A parametric portrait is a some kind of image(see 
Fig.1), so it was decided to use similar parameters. 

For such a network and a vocabulary size of 20 isolated words and 12 phrases of 3...4 
words each, it was possible to obtain probabilities of correct recognition of 99% without 
noise, and 95% in conditions with noise at a signal-to-noise ratio of 6dB [13]. 

2.4 Analysing aircraft functions and crew tasks 

The functions analysis is performed in such a way that then to determine for each 
function the crew tasks that are performed for its realization. In [14], a formalization of 
system function analysis using Petri nets is proposed. 

Various methods of task analysis [15-17] and formalization of operator performance [6] 
are used to analyze crew performance. Different methods differ in the principle of task 
definition and notation of the record. 

For example, hierarchical task analysis (HTA) is used in [18-20]. IRIT-group uses its 
own notation and its own modelling software [21]. 
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For designing the voice controlled cockpit interface it is convenient to use the method of 
hierarchical task analysis. The task definition is based on a similar aircraft standard 
operation procedures (SOP). Based on these documents, a task tree of the aircraft crew is 
developed. For the same activity, it is possible to build different task trees depending on the 
analysis problem statement. Task definition is largely a heuristic process. 

When designing an interface, the main question of analysis is "What exactly is the 
operator doing?". The answer to this question should be followed by a list of display and 
control elements that are required by the operator. 

In the notation of the Hierarchical Task Analysis (HTA) method [23], a task tree is an 
oriented graph whose vertices are crew tasks. The arcs of the graph connect tasks to their 
subtasks, resulting in a hierarchical tree structure. Tasks are numbered hierarchically. For 
example, Figure 3 shows the coordinate correction task, which includes subtasks consisting 
in correction from different sources. 

 
Fig. 3. Fragment of the task tree for coordinate correction. 

After the task tree is compiled, it should be checked for completeness. For this purpose, 
expert interviews and, if necessary, methods of expert evaluation are used. 

2.5 Interface development 

When designing an interface for each task, it is necessary to select its modalities and 
specific interface elements. In prospective interfaces, some tasks can be performed in 
several different modalities, such as traditional haptic and voice. The choice of task 
modalities depends on the requirements of the tasks themselves and the characteristics of 
the modalities. Since voice control has lower performance reliability, it cannot be used for 
mission-critical tasks. Also, voice control cannot convey a smooth parameter change, such 
as in pen piloting. Therefore, voice control is not applicable for manual piloting tasks. Thus 
the whole task tree is analyzed and those tasks for which voice control is applicable and 
convenient are selected.  

All tasks for which voice control is applicable are entered into a table. Then, for each of 
them tactile control and voice control commands are defined. The voice commands are 
developed taking into account the limitations of the recognition method. An example for 
the tasks shown in Fig. 3 is presented in Table 1.  

Table 1. Tactile and voice interface commands. 

Task Traditional button control Voice command 
1.1 Make coordinate corrections using 
the two DME/DME systems 

Press button “CORRECTION 
DME/DME” 

DISTANCE 

1.2 Make coordinate corrections using 
the two VOR/DME systems 

Press button “CORRECTION 
VOR/DME” 

OMNI-
DIRECTION 

1.3 Make coordinate correction using a 
satellite navigation system 

Press button “CORRECTION 
SNS” 

SATELLITE 
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The principle of formation of voice commands - they should be short, significantly 

different in sound, and reflect the physical meaning of the task, which facilitates 
recognition. For example, the DISTANCE command follows from the meaning of DME - 
Distance measurement equipment. The OMNI-DIRECTION command indicates the key 
term of the VOR system - omnidirectional. The SATELLITE command is derived from 
SNS - Satellite Navigation System. 

4 Implementation of the interface on the modelling complex and 
its evaluation 

Human-machine interface is a system, emergent properties of which consist in 
convenience and reliability of operator's work. Therefore, along with verification of the 
interface for compliance with relevant normative documents, it is necessary to carry out 
many experimental studies. 

A significant part of research is carried out on modelling complexes [24]. In this case, it 
is necessary to investigate the performance of individual tasks, as well as a comprehensive 
assessment of the crew's performance throughout the flight under various external 
conditions. 

There are various approaches to the evaluation itself. In [25] the application of Markov 
processes is proposed. In [26] - observation of operators' work by independent experts. In 
[27, 28] expert methods of operator performance evaluation are widely discussed. 

 

5 Conclusion  
The paper considers the main approaches to speech command recognition as part of 

multimodal cockpit interfaces. Their main advantages and limitations are presented, as well 
as the characteristics obtained from the authors' research results. 
2. Descriptions of the main methods used for system analysis and structuring of interfaces 
are presented. 
3. The feasibility of applying system analysis methods for interface design in the 
development of multimodal interfaces using speech control is shown. 
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